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FOREWORD OF THE EDITOR
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At present it is no surprise that the major part of matter in
the Universe is either invisible or dark. More surprising is
the fact that first evidence for the existence of dark matter
and dark energy (and the overall matter-energy content
in the Universe) have been established by the methods of
astronomy, i.e. by observing emissions from baryonic objects
which are bright objects. Since the discovery of the dark Uni-
verse dominated by dark matter and dark energy, astronomi-
cal observations continue to be the main tool for studying
the composition and distribution of dark matter, and the
effect of dark energy on the evolution of the Universe.

The present book is the second in a three volume mono-
graph under the general title “Dark Energy and Dark Matter
of the Universe”. It concentrates mainly on astrophysical
aspects of the dark matter problem. The aim of this book
is to provide a self-contained description of the data which
underlie our present understanding of the physical processes
in the baryonic Universe containing dark matter.

The book is divided into several parts according to the
content of the material. Chapters 1 and 2 summarize a sig-
nificant fraction of the theoretical and observational results
obtained by two research teams from Kharkov and Kyiv
in Ukraine. They are dedicated to problems of gravitatio-
nal lensing effects that provide a direct proof of the exi-
stence of dark matter. Chapter 3 presents material on the
composition of galactic objects, focusing on the formation
and evolution of galaxies. Chapter 4 contains special to-
pics relating to the evolution of galactic and multi-galactic
systems, using the techniques of hydrodynamic simulation
and N-body numerical modeling, with account of certain



Foreword of the Editor

cosmological assumptions. Chapters 5 and 6 concern compact galactic objects
that form a most numerous population of small sized stars and are an important
part of the poorly observable baryonic matter. In Chapter 5 close binary stars
are discussed with emphasis on the late stage of their evolution, including such
compact objects as dwarf stars and neutron stars, or black holes. Studies of
physical conditions and evolution processes in low-mass stars of another kind
are presented in Chapter 6, also discussing the formation of spectra of ultra
cold and brown dwarfs.

The list of contributors to Chapter 1 includes the names of Prof. Anatoly
Minakov and Victor Vakulik, two researchers who were pioneers of strong gravi-
tational lensing studies in Ukraine. Both of them left this world too early,
passing away before this book has been completed. We will remember.

V. SHULGA
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GRAVITATIONAL LENSING
AS A KEY TO SOLVING THE DARK
MATTER PROBLEM
V.M. Shulga, A.A.Minakov, V.G. Vakulik,
G.V. Smirnov, V.S. Tsvetkova

1.1. Gravitational lensing: general conception
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The second part of the XX century occurred to be very suc-
cessful for astronomers, astrophysicists and cosmologists. In
the first 60ths, the most remote sources of radiation, — the
quasars — were discovered [85]. A few years later, pulsa-
ting sources — the pulsars — were detected [38]. And fi-
nally, a decade later existence of space mirages — gravi-
tational lenses (GL) — was confirmed [124]. Discovery of
the first GL has stimulated dedicated searches for other
lenses. To do this, most powerful instruments of the opti-
cal and radio wavelength ranges were being used, and even
some new instruments dedicated to the search for mani-
festations of the gravitational lensing phenomenon have
been created 1. Several international programs dedicated to
the GL problems have been approved, which remain to be
operational so far.

The interest to the space “mirages” is due, first of all,
to a possibility of solving a set of topical astrophysical and
cosmological problems inherent in this phenomenon. They
are, for example, determination of the Hubble constant, as
well as studies of the fine structure of the quasars’ emitting
regions with the highest resolution that is as yet unachieva-
ble for ground-based and even space-based observations.

Last time, the GL phenomenon turned out to be very
efficient in searching for the hidden mass in the Universe

1 Sometimes this phenomenon is also referred to as the “gravitati-
onal focusing”.



CHAPTER 1. Gravitational lensing

and estimating its abundance. As it became evident about three quarters of
a century ago, the observed rotation curves of galaxies can only be explained
by an assumption that the visible matter is immersed into a massive extended
but invisible formation, which was named a dark matter halo. A considerable
attention has been paid to find out the halo constituents, and several moni-
toring programs that used the gravitational lensing has been carried out to
clear up what fraction of the halo mass is formed by MACHOs — Massive
Compact Halo Objects. The answer is that the halo predominantly consists of
the non-baryonic dark matter. On the other hand, a lot of compact objects has
been found by using gravitational lensing, however not in the halo, but in the
Galactic disk. These objects may include brown dwarfs, white dwarfs, planets
with masses 10−5M⊙ < M < 10−3M⊙, neutron stars and even low-mass black
holes. A question about the relative content of these objects is presently vital
for solving the problem of the Universe origin and evolution.

The essence of the gravitational lensing phenomenon is deflection of the
light rays in the gravitational field of a massive object. I. Newton was the first
to ask a question: can it be that bodies act upon the light at some distance
to bend the light rays, and would this action be (all factors being the same)
the strongest at the least distance? A history of developing the theory and
observations of the GL phenomenon can be found in the books by P.Bliokh
and A. Minakov [10], P. Schneider, J. Ehlers and E. Falco [107] and A. Zakha-
rov [147].

In 1804, German astronomer J. Zoldner determined the angle of deviation
of the light beam from a star in its transition near the edge of the solar disc
and obtained 0′′.87 [107]. A hundred and ten yeas later, A. Einstein considered
the effect of the light ray deflection in the gravitational field of the Sun in the
framework of his general relativity theory (GRT). His first result, obtained in
1911, did not differ from that of Zoldner. In 1915, however, a new work by
A.Einstein appeared, where a revised value was presented, which is twice as
much as compared to the previous estimate. The first experimental confirmati-
on of gravitational deflection of the light rays was obtained in observations of
the total solar eclipse on the 29th of May, 1919.

By now a number of various manifestations of the effects of GL in the
optical and radio wave length ranges at various spatial scales reaches hundreds.
Three types of gravitational lensing are presently differentiated, each of which
has its intrinsic potentials as concerned to solving the dark matter problem:
weak lensing, microlensing and strong lensing.

The term “weak lensing” is used when a lens produces a single slightly
distorted image of a particular source. Weak lensing reveals itself in observati-
ons of vast sky areas of very distant objects (quasars, galaxies) through the
gravitational fields of massive foreground clusters of galaxies. In addition to
small deformations of shapes of the distant source images, minor changes of

12



1.1. Gravitational lensing: general conception

their brightness and distribution over the sky occur. In principle, peculiarities
of these distortions provide a clue to restore the pattern of the gravitational
potential of the cluster. To reveal the dark matter, the restored distribution of
the gravitational potential can be then compared to that caused by distribution
of the visible (luminous) matter.

Addressing to the weak lensing phenomenon with the aim to detect the
hidden mass usually implies statistical analysis of very large sky areas obtai-
ned in the deep surveys. For example, the well known work by Jee et al. [42]
reports detection of a ring-like dark matter substructure in the rich galaxy
cluster Cl 0024 + 17 at a radius of r ≈ 75′′ surrounding a soft, dense core at
r ≤ 50′′. To restore distribution of the total gravitational potential of the
cluster, the authors fulfilled statistical analysis of 1300 images of background
objects produced by both weak and strong lensing. They interpret this ring-like
substructure as the result of a line-of-sight collision of two massive clusters.
Another impressive result of detecting the peculiar dark matter pattern with
the use of the weak lensing is the Bullet cluster 1E0657-558 [18], which consists
of two colliding clusters of galaxies.

Microlensing is divided into a “near” microlensing (called also “galactic”
microlensing) and a “distant” (extragalactic) one. The galactic microlensing is
meant when a star located in the Galaxy or in the Magellanic clouds changes
its brightness due to gravitational focusing by a compact object of our Galaxy
crossing the line of sight between the star and observer. The extragalactic
microlensing is spoken about when a compact object of a lensing galaxy passes
close to the line of sight resulting in essential brightness change of a particular
lensed quasar image.

In 1986, B. Paczyński [83] proposed a peculiar method to investigate a
population of the halo of our Galaxy, which implies observations of the gravi-
tational lensing events of stars in the Milky Way by other stars. Since the
probability of observing an individual event of such a kind is very small
(P ≈ 10−6 events per year), Paczyński proposed to monitor several milli-
on stars simultaneously, for example, in the Magellanic Clouds. Analogous
programs dealt with monitoring of stars near the nucleus of the Milky
Way. Several dedicated programs have been launched, such as MACHO,
EROS and, somewhat later, OGLE, which resulted in detecting several
hundred microlensing events. The amplitudes and durations of light curves
of these events contain information about masses of compact bodies and their
velocities.

As was noted above, microlensing events may be produced by compact
bodies not only in our Galaxy, but also in the other galaxies, which lens remote
quasars. Observations of gravitationally lensed quasars show that microlensing
is a phenomenon of a rather high occurrence, — almost all of them demonstrate
microlensing activity that is different in different objects. Of all the known

13



CHAPTER 1. Gravitational lensing

gravitationally lensed quasars, the highest microlensing activity is observed in
the quadruple lens system Q2237 + 0305, the Einstein Cross.

Strong lensing is spoken about when either multiple, or arc-like, or ring-
like images of a remote source (a quasar) are formed in gravitational focusing.
It takes place when a sufficiently massive galaxy occurs to be close to the path
of light rays from a distant quasar to the observer. The observer will see then,
instead of one source, several distorted images of the same quasar formed by
the gravitational field of the galaxy.

The phenomena of strong lensing and microlensing provide several app-
roaches to solving the dark matter problem which are based on the long-term
observations of transient events in images of gravitationally lensed quasars. We
mention here some of them.

1. The method of histograms. Each of the images of a gravitationally lensed
quasar (macroimage) may change its brightness because of possible microlen-
sing events, which are signaling that a compact object (a star or a planet) is
moving near the line of sight corresponding to a particular macroimage. The
method of histograms is based on studying the magnification probability di-
stributions for macroimages due to microlensing events. Numerical simulation
shows that such distributions are sensitive to the relationship between the mass
fraction in compact objects and that one in the uniformly distributed matter,
or in the objects with extremely small masses.

2. Flux ratio anomaly method. It has been long noticed that flux ratios of
the lensed quasar components are poorly reproduced by the lens models with
smooth (regular) distribution of gravitational potential (the problem of flux
ratio anomalies). Since 2001, the anomalies of mutual fluxes observed in many
quasar lenses are thought to be caused by the presence of the dark matter
substructures in lensing galaxies. Existence of these substructures is predicted
by the scenario of hierarchical formation of structures in the Universe.

3. The method of time delays proposed in 1964 by S. Refsdal [94] to determi-
ne the Hubble constant, is based on the fact that fluctuations of the intrinsic
brightness of a quasar are seen in its lensed images with the delays, which
are determined — at a given system geometry — by the surface mass density
distribution in a lens galaxy and by the Hubble constant value.

Below the basic results of observations and theoretical studies of the GL
phenomenon will be presented, which were being carried out by a joint Kharkiv
and Kiev group consisting of researches from the Institute of Radio Astronomy
of the National Academy of Sciences of Ukraine, Institute of Astronomy of
V.N.Karazin National University of Kharkiv and Astronomical Observatory
of Taras Shevchenko National University of Kyiv. The works were supported
by the target Program of the National Academy of Sciences of Ukraine “Investi-
gation of the Universe structure and composition, hidden mass and dark
energy” (“Cosmomicrophysics”).

14



1.1. Gravitational lensing: general conception

1.1.1. Basic equations
of the gravitational focusing phenomenon

In the theory of GL, a system of coordinates presented in
Fig. 1.1 is usually used, which is convenient for a terrestrial observer. The
OZ axis passes through the point of observations P and the mass center of
a gravitating object O. In this coordinate system, a source of radiation with
small angular dimensions (a “point source”) is situated in the source plane with
angular coordinates y.

When considering the effect of lensing produced by gravitational fields
of complicated objects, such as galaxies and stellar clusters, one should take
into account that their masses are contained not only in the large-scale dif-
fusely distributed structures (e.g. dust or gas clouds, dark matter), but also in
compact objects. A number of such objects inside a cluster is large enough. For
example, a number of stars in a spiral galaxy similar to the Galaxy can reach
N ≈ 1010 ÷ 1011. It should be also noted that in addition to stars, star-like
and planet-like bodies can act as microlenses, and their number is also large
enough inside a cluster or a galaxy.

As a rule, the effects of microlensing are investigated theoretically with
the use of a two-dimensional model for distribution of stars in a cluster. In
doing so, a uniform in the average distribution of the microlens stars is consi-
dered, with the correlation between their positions being neglected. Though
such representation does not allow the “fine” effects to be predicted from
the observed brightness fluctuations of microlensed images, it is justified by
the following. Firstly, we use the minimal number of free parameters in this
representation, and secondly, our ignorance of the actual spatial distributions
of stars in the clusters makes the model refinements resulting in minor quanti-
tative corrections to be senseless, (see, e.g. [10, 107]).

The gravitational field averaged over large interstellar volumes of matter
distribution provides a global lensing effect of the cluster as a whole. Such
lens was called a macrolens in literature. Compact bodies randomly distri-
buted inside the cluster produce the lensing effect too, though of a smaller
scale. The phenomenon of focusing in gravitational fields of compact “low-mass”
objects was named microlensing. Though the spatial scales of microlenses are
small, their effect results in significant brightness variations of macro-images of
sources — quasars. An extended large-scale mass constituent in the cluster will
be further referred to as a “diffuse” one, while compact masses will be named
a “stellar” constituent.

The approximations of quasi-statics, geometrical optics and a thin phase
screen form the basis of the theory. A validity of applying the method of the
phase screen (MPS) is usually justified by the following considerations. Excep-
ting heavily populated regions around galactic nuclei, the spatial density of

15



CHAPTER 1. Gravitational lensing

Fig. 1.1. Mutual locations of a source quasar (S), observer (P) and a lens
galaxy (GL), where the microlens-stars are present

microlens stars in the galaxy is small enough. In this case, the effects of radi-
ation re-scattering from one microlens to another can be neglected, and this
allows the thin screen approximation to be used. All microlenses are assumed
in the theory of microlensing as being located in one the same plane coinci-
ding with that passing through the mass center of the macrolens normally to
axis OZ, which connects the observer P and the macrolens mass center at the
origin z = 0 (Fig. 1.1).

The geometrical-optics description of the gravitational focusing phenome-
non is as follows. As a rule, a source and observer are both at large distances
from a gravitating mass, and deflection of light rays occurs only within a small
region around the gravitating mass. These two circumstances make it possible
to substitute the actual curved rays by their “linear” asymptotes. So the light
rays from the source are assumed to reach the phase screen (z = −0) travelling
along the “straight” lines and after the phase screen (z = +0) the light wave
acquires an additional phase shift that produces a sharp bending of the ray
at an angle Θg that will be treated as a two-dimensional vector on the unit
sphere. The rays refracted at the screen propagate again along the “straight”
lines into the right semi-space (z > 0). According to Fig. 1.1, a vector equation
can be written for a point-like element of the source surface. This equation
allows to select, of the whole set of rays refracted at the screen, only those
ones passing through the point of observation:

y = x+
Dds

Ds
Θg(x), (1.1)

16



1.1. Gravitational lensing: general conception

where x and y are the angular positions of the image and the source, Dd, Ds

are angular diameter distances from the observer to the lens and to the source,
respectively, and Dds is that from the lens to the source. Because typical angles
in GLS are small, vectors x = (x1, x2) and y = (y1, y2) can be viewed as
Cartesian coordinates near the origin 2. Equation (1.1) is the well-known lens
equation, or the aberration equation 3.

The angle of gravitational deflection of rays Θg is determined in the MPS
approximation with the use of projected surface mass density σ(x) as

Θg(x) = −4GDd

c2

∫
Σd

d 2x′ x− x′

|x− x′|2
σ
(
x′), (1.2)

where G is the gravitational constant, c is the velocity of light in the vacuum,
and the integration is performed over the whole deflector area projected on
the sky. It should be noted that the sign of the two-dimensional deviation
angle Θg in equation (1.2) is opposite to that commonly used in the literature
(e.g., [107]) (though after substitution into (1.1) we get the equivalent result).
To our opinion, the minus sign is more appropriate because it reflects the real
physical situation. Indeed, the lensing mass attracts the light from the source
(not “repulses”), and the bending angle must be counted off the optical axis,
not in the reverse direction.

Equation (1.2) is often written in another form. Using the so called critical
surface mass density σcr = Dsc

2/4πGDdDds and normalized surface mass
density κ = σ/σcr (microlensing optical depth), we obtain

y = x+ η(x), (1.3)

where a two-dimensional vector of a “normalized” gravitational deflection is
introduced

η(x) = − 1

π

∫
Σd

d 2x′ x− x′

|x− x′|2
κ
(
x′). (1.4)

Now let us consider focusing of radiation of a source with small angular
dimensions (a “point” source), around one isolated image x0 of a point source
at y0 = x0 + η(x0). For a smooth mass distribution the function η(x0) can
be linearized around x0. Then we choose the coordinates origins: at x0 in the

2 Correspondingly, we speak about the lens plane of coordinates (x1, x2) and the source
plane of (y1, y2). Thus the left-hand side of (1.1) realizes mapping of the lens plane onto the
source plane.

3 Sometimes the lens equation is written in terms of linear distances, i.e. Cartesian
coordinates in the real lens and source planes as it is shown in (1). This form of the lens
equation is obtained from (1.1) by rescaling x → Dd x, y → Ds y.
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CHAPTER 1. Gravitational lensing

lens plane and at y0 in the source plane. The linearized lens equation is then

y = Qx, (1.5)

where Q is a so-called (two-dimensional) amplification matrix with the
elements

Qij = δij +
∂ηi
∂xj

, i, j = 1, 2.

It can be shown that (see, e.g., Schneider et al. [106])

∂η1
∂x2

=
∂η2
∂x1

,
∂η1
∂x1

+
∂η2
∂x2

= −2κ(x).

Therefore the spur trQ = 2(1− κ). In a proper reference frame

Q = diag [λ−, λ+] =

(
1− κ− γ, 0

0, 1− κ+ γ

)
, (1.6)

λ± = 1 − κ ± γ being the eigenvalues of the amplification matrix, and we
introduced the shear γ = (λ+ − λ−)/2.

It is known from the theory of nonabsorbing lenses (including GLs) that
the brightness along an infinitely thin light ray does not change in focusing.
Therefore, change of the source magnitude as observed through the lens is due
to the change of angular dimensions. The amplification factor µj for the j-th
image of a point source can be determined from comparison of the image area
and the source area. The result can be expressed by means of the determinant
of the amplification matrix [10,107]:

µj =
∣∣∣(1− κ)2 − γ2

∣∣∣−1

x=xj

. (1.7)

The total amplification of a gravitational lens is equal to the sum of µj for
individual images:

µ =

N∑
j=1

µj . (1.8)

The quantity
µ (x) =

∣∣∣[1− κ (x)] 2 − γ2 (x)
∣∣∣−1

(1.9)

can be regarded as an amplification field for images of some “point” source.
Sometimes a magnitude sign is omitted in considering µ(x), that is, a relati-
onship µ(x) = {[1− κ(x)]2 − γ2(x)}−1 is merely considered. In doing so,
images with µ > 0 are called direct, and those with µ < 0 are referred to
as inverted ones.

The field of amplification µ(x) may reach infinitely large values at some
points x = xcr of the lens plane which are called critical points. The locus of
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points where µ(x) → ∞ is called a critical curve. Substituting xcr into the lens
equation yields the caustics in the source plane:

ycs = xcr + η (xcr). (1.10)

When the point source approaches the caustic curve from the caustic “light”
side (y → ycs), some of the observed images (called critical) are coming closer.
When the source is projected exactly at the caustic (y = ycs), the images
approach each other and merge to form a single image situated exactly at the
lens critical curve. The magnitude of the merging pair is growing infinitely in
the process. As the source is moving further (a transit to the caustic “shadow”),
the merged images are gradually disappearing.

Besides amplification of an image, there is another important characteristic
of GLS: the time delay of signals coming from a source and seen in its lensed
images (macroimages). S. Refsdal [94] was the first to notice that the time
delays, which are different for different quasar images, can be used to derive
the estimates of the Hubble constant, which is one of the most important
cosmological parameters determining the age and scale of the Universe. The
analysis presented for the first time in [21] has shown that for cosmological
distances the formulas for propagation times of signals differ from those for
the flat space-time only by a multiplier (1 + zd), which takes into account
the Universe expansion during the time as the signal comes to an observer.
Omitting the details of derivation (for this see, e.g., in [75, 107]), we present
the final expression for the time delay difference ∆t(xj ,xm) between the signals
from two visible quasar images xj and xm coming to the observer [30,107]:

c∆t (xj ,xm) = (1 + zd)Dd

xj∫
xm

{
Θg

(
x′)− 1

2
[Θg (xj) +Θg (xm)]

}
dx′. (1.11)

The integration is performed in the lens plane along an arbitrary path connecti-
ng points xj and xm.

The expressions presented above form a basis not only for a geometrical-
optics analysis of the GL phenomenon, but also play an important role in
solving the inverse problem of recovering parameters of gravitating masses from
deformations of images of remote sources as observed through the gravitational
fields.
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1.1.2. Recovery of gravitating objects’
parameters from observations of the GL phenomenon

Before coming to specific results of investigations in the fra-
mework of the program “Cosmomicrophysics”, some peculiarities of solving the
inverse problems should be mentioned, which concern recovering parameters
of gravitating objects from observations of the GL phenomenon.

In studying characteristics of the GL phenomenon provided by observati-
ons, the latter can be divided into two groups: 1) observations of distorted
images of remote objects, and 2) observations of gravitating masses which
produce the lensing effect. The observables for images are their redshifts, shapes
and angular positions, relative amplifications, as well as differential time delays.
It should be noted that, because of the GL effect, observations of undistorted
source images are impossible. For deflectors, the principal observables are their
redshifts, velocity dispersions and positions of centroids of their brightness di-
stributions. For nearby galaxies, however, more detailed characteristics of mass
distributions can be obtained from observations (certainly, without a contri-
bution from a “hidden” constituent).

It was as early as in 1964 that S. Refsdal proposed a simple method to inde-
pendently determine the Hubble constant and the mass of a gravitating object
[94]. The idea of his method can be demonstrated with the use of the afore-
cited expression (1.11) for the time delays between the signals seen in different
lensed images. The angular coordinates xj of compact images, redshifts of
the source zs and lens zd, as well as the time delays ∆tjm(xj ,xm) are the
measured quantities in (1.11). The mass distribution in the galaxy and angular
diameter distances, which enter the lens equation (1.1), (1.2), are unknown
quantities. Dependence of the angular diameter distance on the source redshift
is determined, first of all, by the cosmological model of the Universe. In the
theory of gravitational lensing produced by cosmological objects, the models by
Friedman—Lemaitre with Robertson—Walker metrics (FLRW) are commonly
used. This model is characterized by several principal parameters. This is,
first of all, the value of the Hubble constant at the present epoch, H0, that
is often written, in view of the measure of uncertainty, in the form H0 =
= 100 · h [km/s Mpc], where the dimensionless parameter h lies within 0.6 <
< h < 0.9. In standard ΛCDM cosmological model, in addition to H0, we have
a parameter of cold matter density, ΩM , then ΩΛ related with the cosmological
constant Λ, and finally, the curvature parameter Ωk associated with the current
curvature radius Rk of space. It follows from the Friedmann equations that
these three parameters must satisfy a condition ΩM + ΩΛ + Ωk = 1 for a
uniform and isotropic model. According to the ideas based on the data of
observations, we have the following values of parameters at the present epoch:
ΩM + ΩΛ ≈ 1 (ΩM ≈ 0.23; ΩΛ ≈ 0.75), that is, Ωk ≈ 0, [14, 86, 112]. Equality
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of parameter Ωk ≈ 0 to zero means that R−1
k ≈ 0, and the three-dimensional

space is Euclidean with a high degree of accuracy. For a model with Ωk = 0,
the angular diameter distance between two objects with redshifts z1 and z2
(z2 ≥ z1) is determined as follows [39]:

D1−2 (z1, z2) =
c

H0

1

1 + z2

z2∫
z1

dz′√
ΩM (1 + z′)3 +ΩΛ

. (1.12)

Setting z1 = 0 (observer), and z2 = zd (deflector), one will have D1−2 = Dd

(the angular diameter distance between the observer and GL). For z1 = 0 and
z2 = zs (source), we have D1−2 = Ds for the angular diameter distance from
the source to observer. And finally, if z1 = zd, and z2 = zs then D1−2 = Dds

(the angular diameter distance from the lens to source). For angular diameter
distances for other cosmological FLRW models see, e.g., Kayser et al. [45].

With all the aforesaid taken into account, the initial expression can be
written in the following general form:

H0 = Υ(zd, zs; the Universe model)×
×T(xj ,xm; deflector model) /∆t (xj ,xm), (1.13)

where Υ(zd, zs; the Universe model) and T(xj ,xm; deflector model) are di-
mensionless functions, which depend on particular values of redshifts and on
the accepted model of the Universe, as well as on the observed angular coordi-
nates of the lensed images and the assumed deflector model, respectively. If
the cosmological parameters (the Universe model) and surface mass distri-
bution in a deflector, including its hidden constituent (deflector model) were
known precisely enough we would easily determine the unknown quantity H0

having measured zd, zs, xj , xm and ∆t(xj ,xm). For a simple GL model, e.g.
central point mass model, [94], the deflector mass can also be determined from
Equation (1.2). Unfortunately, an attractive idea of Refsdal had met a number
of formidable difficulties in reality. Without going into details, note briefly the
following.

• Mathematically, the inverse problem is an ill-posed one. The detailed
analysis made by Falco et al. [30] has shown that there exists a class of ma-
thematical transformations, which remain the data of optical observations wi-
thout changes. This means that an unambiguous determination of the desired
parameters from observations of only GL phenomenon is impossible. Involving
additional data on interaction of matter and on gravitational fields in a broad
wavelength range is necessary.

• Determining the time delay is often difficult because of a high level of
various random noises. Microlensing events play a particular role in this case.
They occur when star-like compact bodies intersect, in their random motions in
the lens galaxy, the light rays corresponding to individual quasar images. The
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microlensing events result in random variations of brightness of the observed
source images.

• Serious problems occur also in the attempts to account for the hidden
mass, for which the distribution in galaxies and clusters of galaxies in the
wide range of spatial scales is unknown so far. Though the hidden mass has
a gravitational effect on propagation of radiation from a distant source, only
indirect estimates of a spatially local distribution of the invisible matter can
be made from the GL phenomenon.

• In fact, we cannot even formulate the inverse problem in its strict state-
ment. Cosmologically, we deal with the data of observations referring to a “sing-
le” point of the space, “single” direction of arriving the radiation, and “single”
time moment. Estimating parameters of the Universe and sources of radiation,
and determining the total mass is only possible in the framework of solving
direct problems with the use of simulation. The final result is determined by
the available initial data of observations and by intuition of a researcher.

Summarizing, we may conclude that the inverse problem of determining
the parameters of the Universe and searching for the hidden mass with the use
of the GL phenomenon is an intricate problem which needs joint efforts both
from observers and theoreticians working in various fields.

1.2. Spatial structure
of quasars from microlensing studies

As was noted above, images of a gravitationally lensed quasar
(macroimages) may change its brightness because of possible microlensing
events. The effect of microlensing is totally analogous to the phenomenon
of scintillations on the medium inhomogeneities, which is well known in op-
tics and radio physics. While the effects of scintillation in optics and radio
astronomy are produced by moving irregularities of the atmosphere or space
plasma, in gravitational focusing we deal with irregularities of gravitational
fields produced by compact objects (microlenses). Various applications of this
phenomenon are known from the theory of scintillations. In particular, valuable
information about spatial scales and velocities of the medium irregularities can
be obtained from the statistical analysis of the data of observations, and fi-
ne structure of the sources of radiation can be examined with a high angular
resolution. Similarly, the analysis of observations of microlensing is capable
of providing information about mass function of microlenses and about their
velocities in galaxies. Also, a possibility emerges to estimate dimensions of
quasar structure with a resolution, which is presently inaccessible for observati-
ons. The recent work by Minakov and Vakulik [75] is dedicated to applicati-
on of the methods of statistical radio physics to the analysis of gravitational
microlensing.
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1.2. Spatial structure of quasars from microlensing studies

Fig. 1.2. Images of the gravitati-
onally lensed quasar Q 2237+0305
(the Einstein Cross) obtained from
the Maidanak Observatory at six
different epochs. The magnitudes
of the components caused by mi-
crolensing events are clearly seen to
change in time

The following inferences from observations of the “near” and “distant”
microlensing can be regarded as most important: 1) only a minor fraction
of the Galaxy dark matter (about 20 %) is represented by compact masses;
2) the masses responsible for the microlensing effects observed are rather small:
M ∼ 10−1M⊙.

As was already noted, the phenomenon of microlensing provides the un-
precedented possibility to study spatial structure of remote quasars at micro-
arcsecond angular scales. This is a vital issue for astrophysics in itself, but in
addition, parameters of the quasar structure model provide important const-
raints to adequately interpret transient events in gravitationally lensed quasars.
In particular, as will be demonstrated in section 1.3, the source quasar dimensi-
ons have an effect on amplification probability density distributions caused by
microlensing, which are assumed to be diagnostic of the dark matter abundance
in lensing galaxies.

The quadruply lensed quasar Q 2237 +0305 (Fig. 1.2) is the most promi-
sing object for microlensing studies, as was noted immediately after its dis-
covery [43, 44]. This is explained by the high optical density for microlen-
sing and by proximity of the lensing galaxy to the observer. Large amount of
observational data in the optical, IR, radio wavelengths, and in the X-rays is
assembled for this object, which have become the basis to determine the effecti-
ve source sizes in different spectral ranges and to infer the principal macro- and
microlensing parameters. The Kharkov group made a noticeable contribution
into the total database on this object, having provided it with the monitoring
data in three filters. The data cover the time period from 1997 till at least 2008.
In the next two sections, we show how these data can be used to investigate
the spatial structure of the Q 2237 +0305 quasar and to estimate abundance
of smoothly distributed (dark) matter in the lensing galaxy.

The approaches to infer microlensing parameters from the light curves
may be divided into two classes. One of them is based upon the analysis of
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individual microlensing events interpreted as the source crossing of a caustic
fold or cusp (e.g., [33,110,132,142]). Another approach referred hereafter as the
statistical one, utilizes all the available observational data to infer the statistical
parameters of interest. This approach is represented, e.g., by the structure
function analysis by Lewis and Irwin [65], or the analysis of distribution of
the Q 2237 light curve derivatives by Wyithe, Webster & Turner [138–140].
Recently, Kochanek [58] applied a method of statistical trials to analyse the
well-sampled light curves of Q 2237+ 0305 obtained in the framework of the
OGLE monitoring campaign.

Both approaches have their intrinsic weak points and advantages. In parti-
cular, in analysing an individual microlensing event, it is necessary to presume
that the source actually crosses a single caustic, and that the source size
is significantly smaller than the Einstein ring radius of typical microlenses.
Moreover, there must be some complexity caused by the unknown vector dif-
ference between the microlens trajectory and the macrolens shear.

In applying the statistical approach, the microlensing parameters are ob-
tained through the analysis of the light curves as a whole, where a variety
of microlensing events with different circumstances may contribute simulta-
neously. This approach may encounter the problem of insufficiency of statis-
tics, however, and Q 2237 +0305 is not an exclusion, in spite of its uniqueness:
according to [126] and [132], light curves of more than 100 years in duration
are needed to obtain reliable statistical estimates of microlensing parameters.

It should be noted here that in analysing microlensed light curves, one deals
with the well-known degeneracy between the principal parameters derived from
the observed microlensing light curves, namely, between the source size, mi-
crolens mass and transverse velocity. In fact, at least one of this parameters
should be fixed to determine the rest. To do this, some additional considerati-
ons are involved, which are not always applicable to an individual microlen-
sing event. This may be an important reason to give preference to statistical
methods. A significant complication inherent in both approaches is due to the
fact that the actual brightness distribution over the source quasar can not be
restored from the microlensed light curves, but instead, one may estimate only
a characteristic size parameter describing a certain photometric model of the
quasar adopted in simulations, e.g., full width on half-maximum (FWHM),
or parameter σ for a Gaussian brightness profile, etc. This is a well-known
consequence of difficulties associated with solving the inverse problems, noted
in the previous section.
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1.2.1. The problem of spatial structure of quasars

The mechanism of accretion onto the massive black hole is
presently believed to provide the most efficient power supply in AGNs and
quasars, and effectively all researchers uses various accretion disk models when
interpreting microlensing events in gravitationally lensed quasars. However,
with the accretion disc being generally accepted as a central engine in quasars,
the difficulties in explaining the amplitudes of the long-term microlensed light
curves still remain, as well as in interpreting polarization and spectral properti-
es of quasar radiation and their variety.

It has long been understood that introducing of some additional structural
elements could resolve these discrepancies. In 1992, Jaroszyński, Wambsganss
and Paczyński [41] admitted existence of an outer feature of the quasar, that
reprocesses emission from the disk and may contribute up to 100% light in B
or V spectral bands. A bit later, Witt & Mao [137] demonstrated in their si-
mulations of microlensed light curves of Q 2237, that a source model consisting
of a small central source surrounded by a much larger halo structure, would
better explain the observed amplitudes of the Q 2237 light curves.

Various candidates for the extended structural elements have been propo-
sed, such as, e.g., an envelope of high-velocity clouds or wind re-emitting the
hard X-ray radiation from the central engine as a network of broad emission
lines; gas outflows, which are believed to be launched from the central engine;
an equatorial torus containing the dark clouds that re-absorb the radiation
emanating in some directions (e.g., [6, 13,29] and references therein).

There are many observational evidences for existence of these extended
structures in the Q 2237 +0305 quasar. Mid-infrared observations of Q 2237 +
+0305 by Agol et al. [1] favor existence of a shell of hot dust extending between
1 pc and 3 pc from the quasar nucleus and intercepting about half of the quasar
luminosity. The flux ratios of the four Q 2237 macroimages measured at 3.6 cm
and 20 cm by Falco et al. [31] were also interpreted as originating in a source
much larger than that radiating in the optical wavelengths. Observations in
the broad emission lines (BEL) also suggest that they originate in a very large
structure, much larger than that emitting the optical continuum, [66,71,92,98,
111,131]. This is consistent with determinations of spatial scales of the broad-
line regions in AGNs obtained through reverberation mapping, [87]. Recently,
Pooley et al. [89] found out, through a comparison of the flux ratio anomalies in
the X-ray and optical bands for ten quadruply lensed quasars, that the optical
emission regions of quasars are much (by factors of 10—100) larger than the
basic disc models predict.

Microlensing light curves of these complicated source structures may noti-
ceably differ from those for a simple source structure represented by an accreti-
on disc alone. In particular, the accretion disc alone cannot reproduce in si-
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mulations the observed amplitudes of the Q 2237 +0305 light curves. While
providing good fits for the peaks, which are most sensitive to the effect of
the central source, it fails to provide the actual amplitudes of the rest of light
curves, [41]. In this respect, the results by Yonehara [142], Shalyapin et al. [110],
and Gil-Merino et al. [33], who analysed the regions of the light curves near the
peaks of HME, provide successful estimates of the central source, but ignore the
effect of a possible quasar outer feature. In 2003, Schild & Vakulik [104] have
shown how the double-ring model of the quasar surface brightness distributi-
on, resulting from the Elvis’s [29] quasar spatial structure model, successfully
explains the rapid low-amplitude brightness fluctuations in light curves of the
First Lens Q0957 +561. Interestingly, recent analysis [67] of brightness records
of 55 radio-quiet quasars monitored by the MACHO project indicates the
presence of large-scale outflow structures consistent with the Elvis [29] and
‘dusty torus’ [6] models of quasars.

A current concept of spatial structures of active galactic nuclei (AGN)
and quasars implies that there is a dusty torus lying outside the accretion disc
on the scale of several tenths of kiloparsec, with a broad-line emitting region
(BLR) in between. According to the recent inferences of Agol et al. [2] made
from their IR observations of Q 2237+ 0305, the accretion disc and the torus
may contribute in the total luminosity almost equally near one micron.

Polarimetric observations (e.g. [54]) raised a question about existence of
an additional electron scattering region (ESR) in quasars, [46], which has been
earlier detected around some AGNs and is presently believed to be responsible
for reprocessing emission from the accretion disk into polarized radiation [6,
113]. The exact geometry of the ESR, its dimensions and mutual location with
respect to the BLR are still poorly constrained at present, and seem to differ
in different objects. Future spectropolarimetric observations at different phases
of microlensing events are expected to be diagnostic concerning this issue.

In the sections to follow, we present the results of our analysis of two
most extensive monitoring data sets of Q 2237 + 0305 — those of the OGLE
(Optical Gravitational Lensing Experiment) group, obtained in filter V and
covering the time period from 1997 to 2008, and the data of monitoring the
Einstein Cross from the Maidanak observatory in filters V , R and I during
2001—2008, but with slightly lower sampling rate. We analyse these data
sets to test a two-component model of the Q 2237 quasar structure and to
determine parameters of this source model. In contrast to the ring model
proposed earlier, [104], we used a simplified model, consisting of a compact
central source and an extended outer structure with a much smaller surface
brightness. Such a model, being much easier for calculations, possesses the
principal property of the ring model to produce sharp peaks of the simulated
light curves, while damping the amplitudes of the entire microlensed light
curves.
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Thus, our basic approach is to accept existence of the inner and outer
structural elements as detailed above, and to derive from parameter fitting only
the size of the inner luminous feature and the fraction of the total UV-optical
energy from the extended outer feature as compared to the luminosity origina-
ting in the compact central feature. We will show that the structural elements
of this two-component quasar model satisfactorily explain the observed light
curves amplitudes of the Q 2237+ 0305 image components and variations of
their color indices caused by microlensing.

1.2.2. Testing of the two-component
quasar model: application to Q 2237 +0305

In the vicinity of a selected macroimage, the equation (1.5)
describes only a smooth part of the lens equation. In order to take into account
an effect of a highly inhomogeneous gravitational field due to stars (as well
as other compact objects) on the line of sight one must add an ensemble of
microlenses that may be assumed randomly distributed in the lens plane [43,
84]. This yields

y =

(
1− κc − γ, 0

0, 1− κc + γ

)
x−

∑
i

mi
x− xi

|x− xi|2
,

mi =
4GMi

c2
DdDds

Ds
,

(1.14)

κc is the microlensing optical depth of a smooth background, and Mi are
microlens masses.

Using equation (1.14) and the ray tracing method [107], it is possible to
calculate the distribution of magnification rate M(y) for a small (quasi-point)
source for all its possible locations y — the so-called magnification map. Magni-
fication of an extended source with a surface brightness distribution B(y) can
be calculated from the formula:

µ(y) =

∫
B(y′)M(y − y′)d 2y′∫

B(y′)d 2y′ . (1.15)

For moving source we have a set of consecutive shifts of B(y) along the
source trajectory which generate dependence µ(t) and the light curve m(t) =
= −2.5 lg [µ(t)] + C. Once calculated, the magnification map can be used to
produce a large set of simulated light curves for various models of surface light
distribution B(y) over the source.

We simulated microlensing of a two-component source, with one of them
the compact, central luminous source having a surface brightness distributi-
on B1(y). The other, outer, structure, is associated with the larger structural
elements — a shell, a torus, Elvis’s biconics, [29] — and is characterized by
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substantially lower surface brightness B2(y). For such a source the magnifi-
cation µ12 can be written as [120]:

µ12(y) =
µ1(y) + εµ2(y)

1 + ε
. (1.16)

The magnifications µ1 and µ2 are calculated according to (1.15) for the surface
brightness distributions B1 and B2, while ε is determined as a ratio of the
integral luminosities of these structures:

ε =

∫
B2(y) d

2y∫
B1(y) d 2y

. (1.17)

The characteristic time-scale of the observed Q2237 microlensing brightness
fluctuations is known to be almost a year. We infer from known cosmological
transverse velocities that such a scale is due to microlensing of the compact
inner quasar structure. Since the predicted spatial scale of the outer structure is
more than an order of magnitude larger as compared to the inner part [29,104],
the expected time scale of its microlensing brightness variations must exceed
ten years. So, because of the large dimensions of the extended structure, the
amplitudes of its magnification in microlensing must be noticeably less, as
compared to microlensing of the compact structure. Thus we conclude, that
on time-scales near 4 years, the magnification rate µ2(y) is almost invariable
and does not differ noticeably from the average magnification rate of the j-th
image component µj resulting from macrolensing: µ2(y) ≈ ⟨µ2(y)⟩ ≈ µj (j =
= 1, 2, 3, 4). Under these assumptions, equation (1.16) can be rewritten:

µ12(y) =
µ1(y) + εµj

1 + ε
. (1.18)

It is clear that, under such assumptions, microlensing of the extended
(outer) structure does not produce noticeable variations of magnification or bri-
ghtness fluctuations on the observationally sampled time-scales, and therefore
is effectively a brightness plateau above which the inner structure brightness
fluctuations are seen. So the observed inner region brightness fluctuations are
reduced by 1/(1 + ε).

Therefore, when analysing the light curves, we did not attempt to esti-
mate the size of the extended structure, and the accepted value of ε was the
only parameter which characterized the outer structure. The inner compact
structure of the source was simulated by the Gaussian surface brightness di-
stribution, and with its characteristic size expressed in units of the Einstein
ring radius of a typical microlens rs = r/rE at the one-sigma level as a fitted
parameter. We used this simple central source model because it is more easy for
computation. In doing so, we relied on the work by Mortonson et al. [80], who
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examined the effect of the source brightness profile on the observed magnitude
fluctuations in microlensing. They used a variety of accretion disc models,
including Gaussian disk, and concluded that the statistics of microlensing
fluctuations depends mainly on the effective radius of the source, while being
relatively insensitive to a particular light distribution over the source disc.

In producing magnification maps, we accepted the values for microparame-
ters κ∗ and γ (shear) taken from Kochanek [58]: 0.392, 0.375, 0.743, and 0.635
for κ∗, and 0.395, 0.390, 0.733, 0.623 for γ, for the A, B, C and D components,
respectively. For each of the four Q 2237+ 0305 components, we calculated five
magnification maps with dimensions of 30× 30 microlens Einstein radii, (a
pixel scale of 0.02 rE). We assumed here that the entire mass is concentrated
only in stars — that is, κc equals zero. To simplify computations, all the stars
were accepted as having the same mass. We are well aware that this assumption
is rather artificial, but in doing so, we refer to the works by Wambsganss [128]
and Lewis & Irwin [64], who demonstrated, having used various mass functions,
that the resulting magnification probability distributions are independent of
the mass function of the compact lensing objects. For the sake of completeness,
the more recent works by Schechter, Wambsganss & Lewis [101] and Lewis &
Gil-Merino [63] should be mentioned, where simulations with two populations
of microlenses with noticeably differing masses were carried out to show that
the magnification probability distributions do depend on the mass function.
It is not surprising that such an exotic case has demonstrated the effect the
authors wanted to demonstrate. But it is of little relevance for our work, since
the more relevant calculation of Lewis & Irwin [64] was made for more realistic
mass functions — for microlenses in 0.3M⊙, 10.0M⊙ stars, and for the Salpeter
mass function; these do not show appreciable dependence of the magnification
probability distribution on the adopted mass function.

For our analysis, we used the Q2237 + 0305 light curves obtained in the V
filter by the OGLE group in 1997—2000. High sampling rate (2—3 datapoints
weekly) and low random errors are inherent in the photometric data from this
program. To compare with the simulated light curves, results of the OGLE
photometry were averaged within a night, thus providing 108 data points in
the light curve of each image component. For every set of the source model
parameters, we estimated the probability to produce good approximations to
the observed brightness curves. The values of the source model parameters
providing the maximum probabilities, were accepted as the parameter esti-
mates. To estimate consistency of the results, the analysis was carried out for
each of the four image components separately.

Quasars are known to be variable objects, and their luminosity may change
noticeably on time-scales of several years, months, and even days [26, 35, 91].
If a variable source is macrolensed, the intrinsic brightness variations will be
observed in each lensed image with some time delays. This is just the fact
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that allows the Hubble constant to be determined from measurement of the
time delays. In analysing microlensing, however, variability of the source is an
interfering factor, which needs to be taken into account. In the Q 2237+ 0305
system, because of an extreme proximity of the lensing galaxy, (zd = 0.04),
and because of almost symmetric locations of the macroimages with respect
to the lens galaxy center, the expected time delays do not exceed a day, (e.g.
[105, 129]). This is why the intrinsic brightness variations of the source would
reveal themselves as almost synchronous variations of brightnesses of all lensed
images. This was observed in 2003 [119], when the microlensing activity was
substantially subdued in all the four image components.

Generally, separation of the intrinsic brightness variations of the source
from the light curves containing microlensing events is a poorly defined and
intricate task. In our attempts to obtain the intrinsic source light curve for
Q 2237 + 0305, we introduced the following assumptions:

1. No effects of microlensing on the brightnesses of the components were
observed during the time interval from January to June, 2002 (JD 2090—
2250), when the magnitudes of all the components were almost unchanged. The
magnitude of each component was accepted as a zero level, and its brightness
variations were analysed relative to this level.

2. Relative to this zero level, we regarded that the closer these light curves
were to each other, the higher the probability that the components are not
microlensed within this time interval, while almost synchronous variations of
their brightness are due to changes of the quasar brightness. And vice versa,
the more the light curve of a component deviates from others, the larger the
probability that the component undergoes microlensing, which veils and di-
storts the source variations.

Thus, the weighted average variations of the component brightnesses with
respect to their zero levels were adopted as the estimate of the source bri-
ghtness curve, with the statistical weight for variations of every component
being selected depending on how close this brightness variation to variations
of other components is. The quasar intrinsic brightness curve, obtained on the
basis of these assumptions, as well as the OGLE light curves for the indivi-
dual images, reduced to their zero levels, are shown in Fig. 1.3. We expect the
largest source of error in estimating this intrinsic source brightness history to
be encountered during the time interval from August 1998 to December 1999,
when, possibly, all the components underwent microlensing.

To characterize similarity of the simulated and observed light curves, a χ2

statistics for each image component was chosen:

χ2
j =

NS∑
j

[mj(ti)−Mj(ti, p)]
2

σ2
j

, (1.19)
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Fig. 1.3. The OGLE light curves obtained in the V filter in 1997—2005. The light curves
are reduced to the same (zero) level at the time interval JD 2090—2250. The solid grey line
is our estimate of brightness variations of the source quasar

where mj(ti) is the observed light curve of the j-th component, and Mj(ti, p)
is one of the simulated light curves, produced from a source trajectory at the
magnification map, and NS is a number of points in the observed light curve.
The magnification map was calculated for the source model described by a
set of parameters p, which could be varied. The quantity σ2

j characterizes the
errors of the observed light curve measurements, which are 0.032m, 0.039m,
and 0.038m for the A, B and C components, and 0.057m for the faintest D
component.

The probability that, for a given set of parameters p, a simulated light
curve will be close enough to the observed light curve, — that is, the value of
χ2 will happen to be less than some boundary value χ2

0, — such a probability
will be:

P (χ2 < χ2
0) = lim

N→inf

Nχ2 <χ2
0

Ntot
, (1.20)

where Nχ2 <χ2
0

is a number of successful trials, and Ntot is a total number of
trials. The boundary value χ2

0/NS = 3 was adopted for calculations.
The direction of an image motion with respect to the shear is an important

parameter, which affects the probabilities noticeably. In [58], directions of moti-
on of each component were chosen randomly and independently of directions
of other components. This is not quite correct, since the directions of moti-
on of components are not independent, and are determined by the motion of
the source. Therefore, specifying the motion of one of the components must
automatically specify motions of other components, if the bulk velocities and
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velocity dispersion of microlenses can be neglected [130, 139]. As a result of
almost perfect symmetry of Q 2237+ 0305, for any direction of the source moti-
on, directions of the opposite components with respect to the shear direction
must coincide, while motion for the two other images must be perpendicular to
the shear direction. That’s why, unlike the work by Kochanek [58], we analysed
trajectories for two selected directions at the magnification maps, — when the
A and B components are moving along the shear, with the C and D moving
transversely to it, and vice versa, when A and B are moving transversely to
the shear. Also, we did not undertake the local optimization of trajectories, as
in [58], since this may distort the estimates of probabilities.

Thus, for each magnification map, and for each of the two selected di-
rections, a map of distribution of the initial points of the trajectories can be
calculated, for which χ2 < χ2

0. The probability (1.20) can then be calculated
as the relative area of such regions on the map.

To reduce computing time, the map of χ2 was calculated initially with a
coarse mesh, (∼0.3 r/rE), to localize the regions with low values of χ2. Then,
more detailed calculations with a finer mesh were carried out for only these
regions.

In our simulation, the following parameters could be varied: the radius
of the central compact feature rs, expressed in units of a microlens Einstein
ring radius rE ; the brightness ratio, ε, expressing the ratio of the total outer
structure brightness to the total inner structure brightness; and the relative
transverse velocity of the source, Vt(rE/year), expressed in the units of the
Einsten ring radius of a microlens per year, which is also a scaling factor for
simulated light curves.

The search of probabilities for our three fitting parameters, r/rE , ε and Vt

is a rather complicated task, which needs much computing time. We attempted
to simplify it in the following way. Assuming that the effect of the outer
structure on the characteristic time scales of microlensing brightness variati-
ons is insignificant, we put ε = 0 at the first stage. Hence, a dependence of
probabilities on two parameters, — the scaling factor and relative dimension
of the compact feature, — was evaluated at the first stage. In Fig. 1.4, the di-
agrams are presented, which demonstrate distributions of probabilities to find
simulated light curves, which would be close to the observed ones, — dependi-
ng on the scaling factor and the compact feature dimension. The diagrams are
built for all the four components for two directions of the source motion: A and
B along the shear, C and D transversely — at the left, and C and D along the
shear, A and B transversely — at the right. Overall, a nearly linear dependence
of the scaling factor from the source dimension is seen. The largest values of
probability occur for r/rE ≈ 0.4 in the first case, and for r/rE ≈ 0.3 in the
second case. Since the maximum of probability distribution is, on average, at
the source radius of 0.35 rE and the velocity of 1.82 rE per year (see Fig. 1.4),
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1.2. Spatial structure of quasars from microlensing studies

Fig. 1.4. Probability distributions to find “good” simulated light curves
as functions of the scaling factor and compact source size. Directions of
the source motion are indicated in the left upper corner. The probability
scale is shown in levels of grey

and taking into account a nearly linear dependence between these values, we
adopted the following expression for the further calculations:

Vt = 1.82+1.18
−0.52

r/rE
0.35

. (1.21)

Here, the source velocity Vt is expressed in the units of the microlens Einstein
ring radius per year.

At the second stage of our simulation, the distribution of the probabiliti-
es to find simulated light curves similar to the observed ones was estimated,
depending on the source’s compact feature dimension rs = r/rE , and on the
relative integral brightness of the outer feature ε. The scaling factor Vt was
determined according to (1.21) for each determination of the source dimension.
The diagrams constructed for two different directions of the source motion, —
along the shear γ and transversely to it for each component, — are shown in
Fig. 1.5. Joint probability distributions for all the four components, calculated
as Pall = P (A)P (B)P (C)P (D), are also shown in the third row in this figure.

It is very significant that the probability maxima for all the components
are found for values of ε larger than zero. This means that the outer quasar
structures must noticeably contribute to the total quasar brightness in the opti-
cal wavelengths. The outer structure decreases the amplitudes of microlensing
brightness fluctuations and is at the core of the conundrum that in Q 2237,
observed microlensing events are lower in amplitude than inferred for simple
luminous accretion disc models.

Interestingly, we also see from Fig. 1.5 that the statistics and locati-
ons of probability maxima in the domain of parameters ε and r/rE found
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Fig. 1.5. Probability distributions to find “good”
simulated light curves as functions of the compact
structure dimension, r/rE , and of the ratio ε of the
integral brightnesses of the outer and inner source
structures. Directions of the source motion are indi-
cated in the right upper corner. The 3-d row shows
the joint probability distributions

for each of the components se-
parately, differ for different di-
rections of motion of the image
components with respect to the
lens shear, γ. Examining four
upper and four bottom panels
of our Fig. 1.5, we see that
the values of probabilities for
the A and B components at
their maxima are almost the
same for the two selected di-
rections of the source motion,
while the C and D components
both exhibit higher probabili-
ties for the source to move
parallel to the line connecting
C and D rather than A and
B. However, the joint proba-
bilities calculated for all the
four components, (the third
row panels of Fig. 1.5), though
giving slightly differing values
of ε and r/rE , favor neither
of these two cases in terms
of the maximal values of pro-
babilities. Much larger statis-
tics is needed to solve this im-
portant problem, which is be-
yond our current computatio-
nal resources.

In Fig. 1.6, some of the
most successful simulated light
curves are shown together with
the corresponding observed
light curves reduced to their
zero level. (The quasar light va-
riations have been subtracted
as described previously.) It
should be noted that the si-
mulated light curves reproduce
the observed ones well enough
within the time interval of the
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Fig. 1.6. Some of the most successful simulated light curves plotted against the observed
light curves. Microlensing brightness fluctuations beyond the time interval of fitting are
approximately of the amplitude and duration observed. The time scale is in the Julian
dates

fitting, and no unacceptably large brightness fluctuations are observed outside
this interval, unlike the results in fig. 10 of Kochanek [58].

Thus, the two-component source model consisting of a compact inner
structure and much larger outer structure with lower surface brightness, allows
to successfully model the brightness monitoring data and, importantly, to avoid
the effect from the standard accretion disc model that large amplitudes of mi-
crolensing brightness fluctuations are predicted but not observed [41,58].

The proposed source model consisting of two structures, — an inner
compact structure and an extended outer region, — provides higher values
of probability to find “good” simulated light curves as compared to the central
compact source alone, and produces better fits to long-term light curves.

The calculated distributions of the joint probabilities has well-marked
maxima, and their locations in the domain of parameters ε and r/rE allow
reasonable confidence in their determined values which provide the best fit
of the simulated light curves to the observed ones. The range for the most
probable values of the relative luminosity ε of the extended feature, determi-
ned from probability distributions of the individual macroimages, is between 1
and 3, while the estimate of the relative size of the compact central feature of
the quasar varies within a range of 0.1 < r/rE < 0.45. When determined from
distributions of the joint probabilities, the values of ε equal 2 in both cases,
while r/rE is about 0.4 for A and B motion perpendicular to γ, and 0.15 for
A and B moving parallel to the shear γ.
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Very significantly, the simulated light curves calculated for the proposed
two-component source model with the parameters indicated above, do not tend
to unacceptably increase their amplitudes outside the time interval where they
were objectively selected according to the χ2 < χ2

0 criterion, as is seen in fig. 10
from the work by Kochanek [58].

For better comparison with other authors, we adopted, following [58], a
probable projected cosmological transverse source velocity of Vt = 3300 km/s
to determine a linear size of the compact central source of r ≈ 2 · 1015 cm,
(1.2 · 1015 cm < r < 2.8 · 1015 cm). This size was estimated by Kochanek to
be between r ≈ 1.4 · 1015h−1 cm and 4.5 · 1015h−1 cm for the accretion disc
model and for the same transverse velocity, (h = 100/H0, where H0 is the
excepted value of the Hubble constant). For the relative size of the source of
0.3rE , (0.1rE < r < 0.45rE), the estimate for the average microlens mass is
⟨m⟩ = 1.88 · 10−3h2M⊙, (3.08 · 10−4h2M⊙ < ⟨m⟩ < 3.3 · 10−2h2M⊙).

1.2.3. Two-component quasar model
in interpreting chromatic microlensing

Though the gravitational lensing phenomenon is known to
be achromatic, the importance of observations at several spectral bands has
become understood long ago. As far back as in 1986, Kayser, Refsdal & Stabell
[43] suggested that chromatic phenomena can be expected for microlensing of
a source with a radial temperature gradient. This possibility was later confir-
med in simulations by Wambsganss & Paczyński [127]. In 1992, Jaroszyński,
Wambsganss and Paczyński [41] demonstrated in simulations that microlensing
maxima tend to be “bluer” than the rest of the light curve, with the expected
(B −R) microlensing colour changes in Q2237 + 0305 as large as a few tenths
of a magnitude.

Rix et al. [95] and Corrigan et al. [22] were the first to conclude indepen-
dently that the colour indices of the Q 2237+ 0305 components seem to vary in
time. Their suggestion was later confirmed independently by Vakulik et al. [122]
and Burud et al. [12]. The first detailed analysis of variations of colour indices
in Q 2237 + 0305 was made by Vakulik et al. [118], who presented their long-
term V , R and I observations of Q 2237 + 0305 from the Maidanak Observatory
with the subsequent statistical analysis. Variations of the V − I colour indices
turned out to be correlated with the brightness changes. A tendency of the
components to become bluer towards the microlensing peaks predicted in [127]
and [41], has been confirmed. Moreau et al. [78] built the (V −R) vs V diagrams
from the data of the GLITP collaboration [3], and noted their similarity with
that reported in [118].

Observations of Q 2237 + 0305 in spectral ranges other than optical conti-
nuum (IR, radio and in the quasar emission lines, see references in section
1.2.1) — all indicate that the Q2237 quasar structures emitting in these spectral
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regions are almost nonsusceptible to microlensing and thus, must be much
larger than those emitting the UV and optical continuum.

Very interesting results concerning microlensing chromatic phenomena in
Q2237 + 0305 have been recently reported in [27,28,81,111] and [4]. Mosquera
et al. [81] detected a chromatic microlensing event in image A of Q 2237+ 0305
through a single-epoch narrow-band photometry in eight different filters cove-
ring the wavelength interval 3510—8130 Å. Considering a Gaussian brightness
profile for the accretion disc (in a simple thin-disc model) they found from
simulations that the effective disc size varies in wavelength according to the
Rλ ∝ λ4/3 law, which follows from the thin accretion disc model by Shakura—
Syunyaev [109]. They also confirmed that the emission line regions of quasars
are much larger than that emitting the UV and visual light.

Eigenbrod et al. [27, 28] presented the results of spectroscopic monitoring
of Q 2237+ 0305 during October 2004—December 2006, with the wavelength
coverage 4000—8000 Å. They conclude that the continuum and broad line
regions of the quasar are subjected to microlensing. They found that, accor-
ding to theoretic predictions, microlensing brightness variations are stronger at
shorter wavelengths, and restored the energy profile of the accretion disc. The
relative sizes of the accretion disc emitting at different wavelengths turned out
to follow the Rλ ∝ λβ law, with β = 1.2± 0.3 for the UV/optical continuum,
that is close to the result of Mosquera et al. [81].

Similar results for wavelength dependence of the effective source size are
reported by Anguita et al. [4], who used their g’- and r’-band photometry at
the Apache Point Observatory 3.5-m telescope together with the OGLE V -
band data to obtain 1.2—1.45 for the ratio of the source sizes in the r’-band to
that in the g’-band, with the 0.5—0.9 uncertainty, however.

Thus, as compared to the single-band observations, multi-colour observati-
ons are capable of providing a more comprehensive idea of a quasar’s spatial
structure and thus, of physical processes responsible for the observed properties
of quasar radiation.

Our data obtained at the Maidanak Observatory allow to see the signatures
of chromatic phenomena directly from comparison of the V , R and I light
curves of a particular microlensing event. This is illustrated by Fig. 1.7, where
the V , R and I light curves of the high-magnification event in image A started
in 2005 are shown. A tendency of amplitudes to decrease towards the longer
wavelengths is clearly seen in this picture.

However, a single microlensing event, no matter how prominent it may
be, is of a lower diagnostic value as compared to the statistics of all available
microlensing history of all the four Q 2237 image components. Below, we find
and analyse statistical relationships between the observed variations of colour
indices and magnitudes, and compare them to the results of microlensing si-
mulation fulfilled for a set of the quasar structure parameters.
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Fig. 1.7. Brightness changes of the A component of Q 2237+0305 in the
V , R and I filters during the high magnification event started in 2005
(observations from the Maidanak Observatory). The amplitudes of the
event are clearly seen to decrease consecutively from filter V to R and I

To properly investigate microlensing phenomena, one has to disentangle
them from the intrinsic variability of quasars and from the effects of dust
extinction in lensing galaxies, which are known to act simultaneously and in a
similar way.

Yonehara, Hirashita & Richter [143] have made an attempt to evaluate
relative contributions from these three factors. They conclude that the intrin-
sic quasar variability is hardly a dominant factor for the observed chromatic
phenomena in gravitationally lensed quasars from their sample counting about
25 systems. They claim that both dust extinction and microlensing are capable
of producing the observed behavior of colour indices of the lensed qua-
sar images.

We regard that one should be more careful concerning this issue. Accor-
ding to [134] and [34], variability of quasars increases towards the shorter
wavelengths, and most of quasars exhibits hardening of their spectra in the
bright phases. Giveon et al. [34] undertook an extensive statistical analysis
of variability properties of 42 quasars from the Palomar Green (PG) sample
having used the results of the 7-years monitoring in the Johnson-Cousins B
and R bands with the Wisa Observatory 1-m telescope. The main goal of their
study was to search for correlations between the variability properties and
other parameters of quasars, such as luminosity, redshift, radio loudness, etc.
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Fig. 1.8. Q2237+0305 light curves in filter V from 2001 to 2008; grey symbols — the OGLE
data, the Maidanak data are shown in darker symbols. The D light curve is 0.5 mag shifted
for better view

They confirmed previous finding that the spectra of quasars become harder
(bluer) at brighter phases, but found out that this trend holds for only a half
of their subsample. They presented the diagrams which demonstrate a rather
high correlation between variations of the B −R colours and variations of the
B and R magnitudes, with a regression line slope of approximately 0.25.

The Q 2237 + 0305 system is usually referred to as that one, where bri-
ghtness changes of all the four lensed quasar images are dominated by mi-
crolensing events. Recent observations have shown, however, that quasar vari-
ability may contribute noticeably to the Q 2237+ 0305 light curves. It is seen
especially during 2003—2006 (Fig. 1.8), when the microlensing activity was
somewhat subdued for images A, C and D (for image B, a noticeable microlensi-
ng event has happened during this time period). Recall that this fact had made
it possible to estimate the time delays in Q2237 + 0305 [119]. Observations of
this time period have shown that the contribution of the source variations to
the observed light curves can not be neglected. To be sure of this, we esti-
mated contributions from the microlensing and quasar intrinsic variabilities
quantitatively, having applied a simple statistical approach to the whole R
light curve during 1997—2008. Having made use of the fact that the time
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delays in Q 2237+ 0395 are negligibly small as compared to the variability
time-scales, we analysed the sums and differences of light curves for all the
six combinations of pairs of images to obtain the following values of the RMS
fluctuations: σS = 0.10 ± 0.03 mag for the intrinsic quasar brightness variati-
ons, and σmicr = 0.16±0.04 mag for microlensing variability (averaged over all
the four image components). Similar results were obtained from the analysis
of the OGLE V light curves.

Thus, the intrinsic brightness fluctuations of the Q 2237 +0305 quasar do
contribute significantly to the observed light curves of the lensed images, and
therefore one must find a possibility to exclude the quasar constituent to study
the net microlensing colour and magnitude variations.

The most simple way to exclude the quasar variability is to analyse the dif-
ference light curves in the units of stellar magnitudes, where these two consti-
tuents are additive. Thus, we may form the difference light curves ∆RA−B,
∆RA−C , ∆RA−D, ∆RB−C , ∆RB−D, ∆RC−D, and the corresponding difference
colour curves, ∆(V − I), where ∆ means, similar to [118], deviations of the
corresponding quantities from their average values over the time interval under
consideration.

At first, we built the ∆(V − I) vs. ∆R diagram for all the four quasar
components from our V RI photometry of 2001—2008 and compared it to the
similar diagram for the 1995—2000 data shown in fig. 2 from [118]. The di-
agrams turned out to be very similar both in the regression line slopes and
in correlation factors, with the difference well within the error bars. However,
both the V −I colour indices and magnitudes in R varied within a larger range
for the 1995—2000 data as compared to the observations of 2001—2008. This
can be naturally explained by two unprecedented high-magnification events
happened to images A and C in 1999. Taking into account obviously different
mutual contributions of the microlensing variability and quasar intrinsic vari-
ability to the observed light curves during these two periods, the likeliness of the
diagrams can be regarded as an indication to the similar statistical characteri-
stics of these two types of variability (compare the B−R vs. R regression line
slope of 0.25 for PG quasars in fig. 6 from [34] with 0.28 in [118]).

Thus, to analyse the net microlensing statistics, we will further address
the difference colour and magnitude variations curves. Besides, it is reasonable
to expect that the difference curves calculated as described above will be less
affected by the inevitable photometry errors, both random, such as, e.g., night-
to-night error, and systematic ones. The difference ∆(V − I) vs. ∆R diagram
built for all possible combinations of pairs of images is shown in Fig. 1.9. Here
we used the photometry results obtained in observations from the Maidanak
Observatory during the time period from 2001 to 2008.

The regression line slope for these difference data points is insignificantly
larger than that in fig. 2 from the work by Vakulik et al. [118], while the
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Fig. 1.9. A diagram showing correlation between variations of the (V − I)
colour indices (vertical axis) and variations of magnitudes in filter R,
calculated from the V RI observations in 2001—2008 with the 1.5-m
telescope at Maidanak Observatory

correlation index turned out to be noticeably higher, in accordance with
expectations noted above. Hence, we have a diagram representing statistics of
microlensing variations of colour indices exempted from the interfering effects
of the quasar variability, and therefore suitable for the further interpreting
in simulations. We argue that the regression line slope and correlation factor
of the ∆(V − I) vs. ∆R diagram are important parameters of microlensing
statistics, which are diagnostic for a spatial structure of the source quasar.

Wambsganss & Paczynski [127] seem to be the first to simulate statisti-
cal dependencies between variations of colour indices and variations of bri-
ghtness for Q 2237+ 0305 caused by microlensing of a source with a radial
temperature gradient. They simulated the B and R microlensing light curves
for Q 2237 +0305 for the Gaussian brightness profile of the quasar with the
half width radius varying between 2 · 1014 cm and 3.2 · 1015 cm, and found out
that |∆(B −R)| may be approximately proportional to |∆B| for some source
dimensions and for the ratios of the source sizes at the two spectral bands of
at least 1.3 or larger.

Similar to the previous section, we considered a photometric model of the
Q2237 + 0305 quasar consisted of a compact central source at some brightness
pedestal as a case that is much more simple computationally, but results in
similar effects. We, again, did not attempt to specify the size and brightness
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profile of the extended feature in our simulations, but intended to find the
relative energy contribution of the extended feature into the total quasar lumi-
nosity that would provide the best fit of the simulated ∆(V −I) vs. ∆R diagram
to that obtained from our V RI photometry.

The magnification maps were calculated using the inverse ray tracing
method, with the local lensing parameters κ∗ and γ accepted, similar to the
previous section, to be the same as in Kochanek [58]. To utilize all the statisti-
cs available from the generated magnification maps, we did not select source
trajectories and thus, did not use the corresponding light curves in the further
analysis, but instead, operated directly with data points of the maps themselves
to find the desired parameters. In this way, we excluded the unknown direction
of the source motion over the map, as well as its relative velocity.

To decrease the amount of calculations while having the size of magnifi-
cation maps sufficient enough to provide reasonable accuracy of the calculated
model parameters, we produced two sets of magnification maps differing in
their scales. For the source radii from rs = 0.05rE to rs = 1.0rE , three maps of
(46×46)rE in dimension with a 44pix/rE scale were calculated for each image
component, while for rs ranging from 0.5rE to 3rE , one (205 × 205)rE map
with a scale of 10pix/rE was used for each image component.

Since the correlation coefficient of the colour-magnitude diagram must be
sensitive to errors in the values of V − I and R, we added a random noise to
our magnification maps, thus making our simulations more realistic. The RMS
values of the imitated errors were accepted to equal those estimated for the
actual errors of our V RI photometry: 0.019m, 0.037m, 0.042m and 0.039m for
images A, B, C and D, respectively, and were made to be distributed normally.

As was shown in the previous section, the value of magnification µ12 in
microlensing of the two-component source consisting of a compact central
structure and an extended outer structure, can be represented by equati-
on (1.18).

The average magnifications can be adopted to equal those determined by
the local lensing parameters. With these taken from [105], and using the known
relationship between the normalized surface density in stars, normalised shear
parameter and macroamplification, (see equation (1.7) in section 1.1.1), we
have the following values of amplifications for the A, B, C and D components:
µA ≈ 4, µB ≈ 4.3, µC ≈ 2.45 and µD ≈ 4.9.

As was noted in section 1.2.1, some authors, e.g. Mortonson et al. [80],
claim that the effective size is a universal parameter of a source model for
microlensing simulations, and that a particular type of the brightness profile
virtually does not affect fluctuations of the simulated light curves. To check
if this is valid for simulation of colour fluctuations, we considered both the
accretion disc and a source with Gaussian surface brightness distribution as the
quasar models. We adopted a generalized power law for wavelength dependence
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Fig. 1.10. Diagrams ∆(V − I) vs. ∆R simulated for image A of Q 2237+ 0305 as described
above for a central source with Gaussian brightness profile. The calculations were made for
three different effective sizes of the source and three values of the parameter β in the rλ ∼ λβ

law (shown in the left upper corners). The resulting values of the correlation coefficient ρ
and regression line slope a are indicated in the right bottom corner of each panel

of the Gaussian source effective radius, rλ ∝ λβ . The value of β varied from
0.5 to 2.5 for the Gaussian source brightness profile, with β = 4/3 valid for the
Shakura—Syunyaev accretion disc. Then, we simulated the colour-brightness
diagrams for our two-component source structure, with the accretion disc as
the compact central source surrounded by an extended feature with its relative
energy contribution ελ varying in wavelength.

Fig. 1.10 is presented to qualitatively illustrate appearances of the ∆(V −
− I) vs. ∆R diagrams simulated for a compact source with Gaussian brightness
profile for three values of the effective radius and for three different values of
β. None of the resulting regression line slopes and correlation factors (shown
in the plots) can be regarded as consistent with those of the color-magnitude
diagram built from the observations.

Fig. 1.11 demonstrates typical appearances of colour-magnitude diagrams
for three different sizes of the classical accretion disc with no contribution
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Fig. 1.11. Illustration of the effect of the source model on appearance of the ∆(V − I) vs.
∆R diagrams simulated for image A of Q 2237+0305. The light curves in filters V and I
(denoted as ∆V and ∆I) and the curves (∆(V − I) corresponding to a particular source
trajectory, are in the left column. The time scale is presented by pixels on the magnification
map. The source model parameters are also indicated in the left panels. The ∆(V − I) vs.
∆R diagrams built from the whole amplification maps as described in the text are presented
in the right column. The entangled curves at the diagrams correspond to particular source
trajectories and are shown to illustrate the ambiguity of the color-magnitude relationship
produced by microlensing
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from the extended feature (three upper panels in the right-hand column), and
for the two-component source model with two sets of ελ (right-hand panels
in two bottom rows). For the central compact source alone, both Gaussian
and accretion disc, the parameters ρ and a of the ∆(V − I) vs. ∆R diagram
are seen to approach those of actually observed ones only for unrealistically
large sources (indicated in the plot). For the two-component source model, the
simulated diagrams are consistent with the observed ones for quite reasonable
values of the central source size.

It is interesting to note a horizontal strip-like condensation of data poi-
nts seen in the uppermost diagrams both in Fig. 1.10 and Fig. 1.11, that is
stretched parallel to the magnitude axis against the zero colour indices. A si-
milar condensation can also be seen in the ∆(V −I) vs. ∆V diagram simulated
by Mosquera et al. [81] for image A of Q 2237 + 0305 and shown in their fig. 5.
The origin of the strip becomes evident from the color curves in the upper left
panels of our Fig. 1.11, showing variations of the (V − I) colour index for a
very small source (Rs = 0.05rE) moving along a certain trajectory over the
magnification map, (the appropriate light curves in filters V and I are plotted
above the colour curves). The color curves clearly shows a high probability for
a small source to have low values of ∆(V − I), close to zero. Our simulations
show that the strip is gradually disappearing as the source size is increasing.
Since there is no signs of such a strip in the diagram built from the data of
observations (Fig. 1.9), its presence in the simulated diagrams can serve as an
indication to the unrealistically small source size.

One more important feature of the simulated ∆(V − I) vs. ∆V diagrams
should be noted. We overlaid the individual ∆(V − I) vs. ∆R curves resulted
from a particular source trajectory over the amplification map against the
clouds of points, which form the simulated diagrams (right-hand column in
Fig. 1.11). We see the entangled curves at the diagrams, which demonstrate
that relationship between variations of colour indices and magnitudes in mi-
crolensing is ambiguous. This curves demonstrate why the analysis of a single
event may produce wrong inferences about a quasar structure and thus, provi-
de a strong argument in favour of statistical approach to studying chromatic
events in microlensing.

To quantitatively interpret our multi-colour data, we abandoned simulati-
on of many individual V − I vs. R diagrams calculated for a set of specific
source parameters, but instead, chose to analyse behaviors of the diagram
parameters, namely, the correlation factor ρ and regression line slope a as
functions of the source parameters. At first, we analyzed if Gaussian source
alone can reproduce the observed ρ and a pair of the diagram parameters.
This can be seen in Fig. 1.12, where three curves illustrate three sets of the
ρ and a pairs calculated for three different values of β in the rλ ∼ λβ law
adopted for the Gaussian source profile (indicated in the plot). Each data
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Fig. 1.12. Sequence of values for the pair of parameters ρ and a of the
∆(V − I) vs. ∆R diagram simulated for the Gaussian central source alone
with the effective source radius rs varying in wavelength according to the
rs(λ) ∝ λβ law. The data points in the curves (crosses, triangles and
squares) are the values of the ρ and a pair simulated for source sizes that
increase discretely from 0.05rE to 3rE from left to right. The actually
observed ρ and a are marked with a black square above the curves

point in this plot (denoted by crosses, triangles and squares) corresponds to
the ρ and a pair calculated by averaging over the whole magnification maps for
a particular source size, which increases progressively from left to right. The
error bars demonstrate the RMS deviations of the estimates from their average
values. An isolated point in the upper part of the plot corresponds to the values
of ρ and a of the diagram obtained from our V RI photometry (Fig. 1.9). The
curves calculated for β = 1.33 and β = 2.25 do provide the needed value of
a, but fail to provide the correlation factor ρ actually observed: it reaches its
maximal values for unrealistically large source radii rs, though remaining to
be lower than that obtained from observations.

A similar set of values for the ρ and a pair was also calculated for the
standard accretion disc model with the source size varying from 0.05rE to 3rE ,
(Fig. 1.13). The squares along the curve correspond to the source size growing
from left to right again. General trend of this set resembles that one obtained
for the Gaussian source with the power index β ≈ 1.33. Though slightly larger
values of the correlation index are obtained for this model, they still remain to
be less than ρ = 0.82 ± 0.1 of the diagram built from the data of observations.
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Fig. 1.13. Sequence of values for the pair of parameters ρ and a of the
∆(V − I) vs. ∆R diagram simulated for the accretion disc as a model for
the Q2237 quasar, with the effective source radius rs varying in wavelength
according to the rs(λ) ∝ λ4/3 law. The effective source size grows from
0.05rE to 3rE from left to right again

Also, a tendency of the regression line slope a to approach the observed value
a = 0.30± 0.03 for very large source dimensions is observed again.

Thus, both Gaussian and accretion disc do not reproduce in simulations
the parameters of the ∆(V −R) vs. ∆R diagram (Fig. 1.9), built from our V RI
photometry, — a = 0.3± 0.03, ρ = 0.82± 0.10. As has been shown above and
presented in [120], a two-component photometric model of the source structure
provides much better fit to the observed amplitudes of the V light curves of
Q 2237 + 0305 as compared to the single central source model. The central
source size was estimated in that work to lie within 0.15rE and 0.4rE . This
is consistent with determinations of the Q 2237+ 0305 source size obtained by
other authors, from the early works, such as e.g., [125,126,132], and up to the
recent studies by, e.g., Kochanek et al. (2004) [58], Eigenbrod et al. (2008) [27],
Mosquera et al. (2009) [81]. Summarizing all available estimates of the central
source radius, we may adopt r = (0.3± 0.1)rE as the most probable value.

Therefore, our next step was to simulate microlensing ∆(V −I) vs. ∆R dia-
grams for the two-component source model and to find the model parameters,
which would provide a and ρ of the simulated diagram consistent with those
actually observed. Fig. 1.14 shows behaviors of the a and ρ pair simulated
for the two-component source model with three different values of the relative
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Fig. 1.14. Sequence of values for the pair of parameters ρ and a of the
∆(V − I) vs. ∆R diagram simulated for the two-component model of the
Q2237 quasar with three different sets of εV , εR, εI . The effective radius
of the central source decreases from left to right in this case from 0.05rE
to 1.6rE

energy contribution from the extended source in filters V , R and I (shown
in the sidebar). Similar to Fig. 1.12 and Fig. 1.13, the data points fix the a
and ρ pairs calculated for the central source size increasing consecutively from
left to right.

We see from Fig. 1.14 that the two-component source model provides much
better fit to the a and ρ pair obtained from observations as compared to the
single central source model, with both Gaussian and accretion disc profiles.
However, we cannot find a unique solution from the analysis of this plot,
because in contrast to the single source model, the two-component model is
described by three additional parameters, εV , εR and εI , which we need to be
constrained in some way.

To search for necessary observational constraints, we addressed Eq. (1.18)
that describes a relationship between amplifications of the two-component
(µ12) and single-component (µ1) source models, resulted from microlensing.
Taking into account that the extended structure is almost insusceptible to
microlensing (µ2(y) ≈ ⟨µ2(y)⟩ ≈ µj , see section 1.2.2), — we can write for
deviations of the corresponding magnifications µ12 and µ1 from their values
⟨µ12⟩ and ⟨µ1⟩ averaged over the ensemble under consideration:

µ12 − ⟨µ12⟩ =
µ1 − ⟨µ1⟩
1 + ε

. (1.22)
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Having averaged these differences over the whole magnification map, we
can calculate the RMS variations σµ

12 and σµ
1 for µ12 and µ1. Both magnifi-

cations and their RMS variations are understood to be functions of the central
source size r: σµ

1 = σµ
1 (r) and σµ

12 = σµ
12(r). This will result in ε being a

function of r too and thus, we can write for ε(r):

ε(r) =
σµ
1 (r)

σµ
12(r)

− 1. (1.23)

When checking the hypothesis of the two-component source model, σµ
12(r)

should be treated as the actually observed RMS flux variations σobs of quasar
images, while σµ

1 (r) = σsim(r) are those obtained from simulations with a
single-source model for a set of the central source sizes. Applying Eq. (1.23) to
the data taken in different filters, we have:

εV (r) =
σsim
V (r)

σobs
V

− 1; εR(r) =
σsim
R (r)

σobs
R

− 1; εI(r) =
σsim
I (r)

σobs
I

− 1, (1.24)

where the observed flux variations in filters V , R and I were obtained from
our light curves to equal σobs

V = 0.167, σobs
R = 0.142 σobs

I = 0.124. Using these
observational constraints and the values of σsim(r) obtained from simulation,
we can calculate the corresponding values of the relative integral brightness
of the extended structure as functions of the central source size. The result is
presented in Fig. 1.15.

For all the three filters the relative contributions of the extended feature
needed to explain parameters of the ∆(V −I) vs. ∆R diagram of Q2237 + 0305
are seen to decrease as the central source radius increases. Now, to obtain
a reasonable solution, we must fix the size of the central source. Adopting
r = (0.3 ± 0.2)rE mentioned above for the compact source radius, we obtain
εV ≈ 1.3, εR ≈ 1.5, εI ≈ 1.6 for the relative energy contributions of the
extended structure of our two-component quasar model. The uncertainties are
±0.5, ±0.6 and ±0.8, respectively.

As is seen, the values of ε obtained with the approach based on compari-
son of fluctuations of the observed and simulated light curves expressed by
equations (1.24) are larger than those selected in a rather random manner in
direct simulation to fit the observed values of a and ρ (Fig. 1.14). This can
easily be understood from Eq. (1.24): the values of σobs

V , σobs
R and σobs

I were
obtained from the observed light curves, which, in contrast to the simulated
ones, cannot be regarded as the representative samples of microlensing bri-
ghtness variations (see, e.g. [84]). This must result in underestimation of σobs

and thus, in overestimation of ε from expressions (1.24). Therefore, the values
εV , εR, εI indicated above should be considered as the upper limits for the
relative energy contributions of the extended feature in filters V , R and I.
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Fig. 1.15. Relative brightness of the extended feature in filters V , R and
I as a function of the quasar compact structure relative size expressed in
units of a microlens Einstein ring radius, rs/rE

Indeed, simulations show that lower values of εV , εR and εI much better
reproduce the observed ρ and a pair. Moreover, simulations show that a family
of solutions exists diverging not only in the values of ε, but also in the ratios
of ε in different spectral bands. Therefore, additional constraints are needed,
which would be based on more reliable data about the spectral properties of
the supposed extended feature. At the present level of our knowledge, we can
only argue that a contribution of the extended structure into the total quasar
emission grows towards the longer wavelengths, with the upper limits in the
V , R and I bands of εV ≈ 1.3, εR ≈ 1.5, εI ≈ 1.6

Thus, to explain the parameters of our ∆(V−I) vs. ∆R diagram, we, again,
had to admit existence of an extended structure around a compact central
source, with a rather large contribution into the total quasar emission. It is
obvious that the effect of such structure, when treated in terms of the Rλ ∝ λβ

law, is equivalent to the steeper wavelength dependence of the effective source
size as compared to that expected for the accretion disc. Meanwhile, the most
recent observations of chromatic microlensing in Q 2237+ 0305 [2, 5, 28, 81]
and in other lensed quasars give the value of β in the λβ law varying around
4/3 predicted by the thin accretion disc model.

To comment discrepancy between our results and the results of the authors
cited above, we would like to refer to the recent work by Mosquera et al. [81],
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who reported detection of chromatic microlensing in image A of Q 2237 + 0305
in the single-epoch multiband observations with the NOT. Having noted that
their results are consistent with a simple thin disc model, with the effective
source radius rs(λ) obeying in general the λ4/3 law, they noted however, that
other accretion disc size-wavelength relationships also lead to good solutions.
Moreover, according to their finding, the probability of solutions increases for
laws with larger ratios of the source radius in filter I to that in V , than the
λ4/3 law predicts. They conclude also that a single microlensing event seems
to be insufficient to study chromatic phenomena.

Our Fig. 1.11, where entangled curves corresponding to particular source
trajectories at the magnification map are shown, confirms this statement. The
relationship between variations of colour indices and magnitudes in microlen-
sing turned out to be ambiguous, and thus, analysis of a small number of events,
no matter how prominent they might be, can provide a wrong result. This is
just understanding of this fact that has made us to refuse deterministic analysis
of chromatic phenomena in microlensing events in Q2237 + 0305 as early as in
2004 [118]. Instead, we analysed them statistically, addressing a relationship
between variations of colour indices ∆(V − I) of the Q 2237 + 0305 image
components and variations of their magnitudes in filter R. We addressed the
same relationship in the present work to compare parameters of the observed
∆(V −I) vs. ∆R diagram with those obtained from simulations. Having tested
several photometric models of the Q 2237 +0305 quasar in simulations of the
∆(V − I) vs. ∆R diagram for a variety of the model parameters, we conclude
that the microlensing color-magnitude diagram is diagnostic to distinguish
between various source structure models.

It should be noted that our two-component quasar model is a photometric
one, that is, it concerns only the quasar surface brightness distribution as
seen in projection on the sky. Little can be said about the physics, origin
and geometry of this outer structure contributing such an appreciable amount
of the UV/optical continuum emission into the total quasar luminosity. But
perhaps, the existing quasar models mentioned in section 1.2.1, either outflows,
or dusty tori and electron scattering regions, — all are capable, in principle,
of being possible candidates for the structure that would efficiently reprocess
continuum radiation from the accretion disk.

1.3. Dark matter content from probability
density distributions of microlensing amplifications

The microlensing events or, more exactly, statistics of the
resulting brightness changes, are informative to infer the ratio between the
galaxy mass in compact objects and in uniformly distributed (dark) matter.
The idea to use microlensing events in determining the dark matter content in
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galaxies lensing remote quasars was reported for the first time as early as in
1991 [132] and published somewhat later in the work dedicated to statistical
analysis of microlensing light curves [128], though its basics are contained in
the so-called scaling relations obtained by Paczyński in 1986 [84].

In 2002—2004, Schechter and Wambsganss [99—101], having noted the
above-mentioned predecessors, returned to the idea and proposed the method
to estimate the relative contribution of dark matter into the total surface
mass density of lensing galaxies that is based on the analysis of probability
density distribution for microlensing amplifications (the method of histograms
hereafter). They showed in computer simulation [99, 100] that, contrary to
intuitive expectations, substitution of a part of gravitating mass in compact
objects for uniformly distributed matter in some cases results in the increase
of brightness fluctuations in microlensing on the rest of compact objects. As
this takes place, fluctuations increase much more for images corresponding to
the saddle points of the Fermat surface as compared to those corresponding to
the minima of this surface. Moreover, introducing of the uniformly distributed
matter noticeably changes the appearance of probability density distribution
for amplification, with the effect of the smooth component being different for
images of different parity.

Thus, the problem of estimating the fraction of smoothly distributed mat-
ter in lensing galaxies by the method of histograms seems, in principle, to be
rather simple: it requires either a long-term monitoring of brightness changes
in macroimages of some selected gravitationally lensed quasar, or observations
of a sample of such objects in arbitrary time moments, with the subsequent
statistical analysis [128]. But in reality, the situation is not so simple.

1. Firstly, simulations show that distributions of amplification probabilities
strongly depend on the accepted model for surface brightness distribution over
the quasar, in particular, on its effective size.

2. Secondly, the mass function of microlenses can principally have an effect
on statistics of microlensing brightness fluctuations. This question has been re-
peatedly discussed in literature, for example, [64, 101, 141]. Wambsganss [128]
presented a large number of various probability distributions for microlen-
sing amplification obtained in simulations with the use of various combinati-
ons of microlensing parameters. His results confirmed the analytical result of
Schneider [106], which demonstrated that the appearance of probability distri-
bution for microlensing amplifications weakly depends on the mass function
of compact objects. This conclusion remained to be undoubted for a rather
long time and, though it was understood that population of compact objects
in actual galaxies must be represented within a broad range of masses, from
planets to stars, until the present time all microlenses were usually accepted to
have the same mass in simulations and analytical studies. This noticeably si-
mplified numerical simulations and theoretic analysis and thus, was convenient.
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Fig. 1.16. Demonstration of the effect of the source size on probability density distributi-
ons for microlensing amplifications. Simulation was carried out for components A and C of
Q 2237+0305 with the zero contribution of the smoothly distributed matter. The source
dimensions ranges from 0.07 to 1.0 Einstein ring radius rE of a microlens (indicated in the
insert)

3. Then, in analyzing the data of observations, there is a necessity to
separate brightness fluctuations of components caused by microlensing from
those which are due to the quasar intrinsic flux variations. This is an intricate
problem even for quadruple systems with small values of time delays, such as,
for example, Q 2237 + 0305 (see sections 1.2.2 and 1.2.3). The actual quasar
light curve and even statistical characteristics of variability are unknown for
each particular quasar, while simulation must be carried out for a quasar flux
fixed, i.e., the “net” microlensing must be analized.

4. Finally, poor statistics and uneven sampling of light curves are important
factors, which strongly complicate statistical analysis of the observed light
curves of gravitationally lensed quasars.

1.3.1. The effect of a source structure
on distribution of amplification probability in microlensing

The effect of the source size on statistics of microlensing
brightness variations analyzed in numerical simulations by several authors,
[8, 20, 63, 80, 116], can be seen from Fig. 1.16 taken from [116]. Here, simulati-
on for Q 2237 + 0305 was fulfilled for the sources of various dimensions. The
distributions of microlensing amplification probabilities for images A (mini-
mum of the arrival time surface, Fermat surface) and C (saddle point) were
calculated for microlensing parameters taken from [58] again. The curves are
normalized so that a sum of all possible brightness amplifications remained to
be constant. The brightness distribution over the source was accepted to be
Gaussian for simplicity.
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The bimodal character of probability distributions accompanied by a more
frequent occurrence of deamplifications (positive values at the horizontal axis),
is clearly seen to reveal more and more distinctly for the “saddle” images as
the source size is decreasing. An important difference in microlensing statistics
for the “saddle” and “minimum” images demonstrated earlier in [64, 99, 128]
is also seen clearly: the histograms for “saddle” images are systematically broa-
der than those corresponding to minima of Fermat surface.

Thus, the source size and structure shown above to be important for
interpreting the microlensing light curves and color-magnitude statistics, must
be also taken into account in interpreting probability distributions of mi-
crolensing amplifications. Distributions presented in Fig. 1.16, as well as similar
results of other authors indicated in the first paragraph of this section, all have
been obtained for a single-component quasar structure model.

However, as was shown in sections 1.2.2 and 1.2.3, a central compact source
alone is not capable of reproducing in simulations parameters of the observed
light curves and statistical relationship between variations of color indices
and magnitudes resulted from microlensing. The two-component source model,
composed of a compact central source surrounded by an extended feature was
shown there to provide the simulation results consistent with observations.
The extended structure is thought to damp variations of brightness caused by
microlensing of a central compact source. As concerns the microamplification
probability distributions, the effect of this structure is qualitatively understood
to result in narrowing these distributions.

Thus probability distributions of amplifications in microlensing are shown
to be sensitive to the quasar spatial structure. Moreover, the quasar size and the
mass function of compact objects in a lensing galaxy have been recently shown
to interact in a rather intricate manner, determining statistical characteri-
stics of microlensing light curves jointly. In particular, Schechter, Wambsganss
and Lewis [101] simulated a rather exotic mass function — two populations of
compact objects with masses of 1.0 and 0.003 Solar mass, — and showed that
distributions of microlensing amplification probabilities for these two populati-
ons look very much like those when a population with more massive compact
objects is submerged in a smoothly distributed matter. In 2006 Lewis and Gil-
Merino [63] continued analyzing a bi-modal mass function with masses differing
significantly, and found out that a critical mode exists, which is determined by
the source quasar dimensions, such that small masses still reveal themselves as
compact objects. As the source size increases, the small masses begin to act as
smoothly distributed matter.
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1.3.2. Distributions of microlensing
amplification probabilities for Q 2237+ 0305

The quadruply lensed quasar Q 2237 + 0305 (the Einstein
Cross) is virtually an ideal object to investigate the dark matter problem
with the use of statistics of brightness variations caused by microlensing.
Because of closeness of the lensing galaxy to the observer (zL ≈ 0.04) and
due to the extraordinary compactness of the system — the light rays of all
the four images pass through the densely populated galaxy regions at di-
stances of about 1′′ from its centre — microlensing events are happening
almost uninterruptedly and have the typical time scales from several months
to a few years, with the amplitudes reaching 1m. The microlensing history
of Q 2237 +0305 during 1986—2008 can be seen from Fig. 1.17, where four
light curves were built with the use of all available observational data in fil-
ter R since 1986. The observations of the Kharkov group from the Maidanak
Observatory are marked with grey background. The light curves in this figure
clearly demonstrate the problems arising in their statistical analysis: the data
points are burdened with inevitable random errors of photometry, which are
larger for fainter components, the samples are essentially irregular, with the
seasonal and weather-induced gaps, which are especially harmful for analysis.

Therefore, the method to correctly interpolate the uneven data is needed.
Then, to analyze pure microlensing statistics, a method to exclude a consti-

Fig. 1.17. Synthetic light curves of the Q2237+ 0305 image components composed of all
available photometric data in filter R. The data obtained at the Maidanak Observatory are
marked with the grey background
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tuent caused by the intrinsic variability of the source quasar should be applied.
As is shown in sections 1.2.2 and 1.2.3, a contribution from the quasar vari-
ability cannot be neglected even for Q 2237 + 0305, where high-amplification
microlensing events are observed. To prepare the light curves of macroimages
for the further statistical analysis, an approximation algorithm based on the
sampling theorem was proposed. The algorithm was successfully applied to the
Q2237 + 0305 light curves and described in greater detail in [74]. The methods
to exclude a contribution of the intrinsic variability of the Q 2237 quasar are
presented in sections 1.2.2 and 1.2.3.

As described above, statistics of brightness variations caused by microlensi-
ng is very sensitive to the presence of continuously distributed (presumably
dark) matter or compact objects with extremely small masses, for which the
Einstein ring radii are essentially less than the source emitting region dimensi-
ons. A relationship between this constituent of the lens galaxy population and
that one represented by solar-mass objects, can be obtained from comparison of
simulated distributions of magnification probabilities with the histograms built
from the results of observations. There is only a single work, however, where
such a comparison has been made [116]. This can be explained by the fact
that even for Q 2237 + 0305, which has been regularly monitored for about a
quater of a century, the available data sample is not representative. Recall that,
according to [84], more than 100 years of regular observations of Q 2237 +0305
are needed to provide reliable estimates of statistical characteristics for mi-
crolensing brightness variations.

To build the histograms of microlensing amplification probabilities for the
Q2237 components, we used virtually all available photometry results obtai-
ned in filter R from 1986 to 2009, which are presented in Fig. 1.17. After
subtraction of the source light curve from the light curves of each of the
components calculated as described in section 1.2.2, with the approximation
according to [74], smooth microlensing light curves were obtained. The RMS
errors of approximation are 0.m023, 0.m019, 0.m024, 0.m026 for components
A, B, C, D, respectively, which are comparable with the errors of photometry.
The resulting histograms of amplification probability distributions for images
A and C of Q 2237 + 0305 are shown in Fig. 1.18 [116]. Since, according to
the existing macrolens models for Q 2237 +0305, the expected microlensing
parameters for pairs of adverse image components (A and B, C and D) are
rather similar, we combined the histograms for images A and B, and for C and
D to obtain the joint histograms for pairs of the same parity.

First of all, a significant difference of histograms for these two pairs should
be noted, which is a result of different parities: as was noted above, A and B
correspond to the points of minima of Fermat surface, while C and D are the
so-called “saddle” images. This difference has been noted for the first time by
Schechter and Wambsganss [99] in their computer simulations. The microlensi-
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Fig. 1.18. Histograms of the amplification probability distributions for components A and
B (left) and C and D (right) of the quadruple system Q 2237+ 0305. The histograms are
built with the use of all available photometric data in filter R (see Fig. 1.17)

ng parameters γ and κ are different for these pairs, and besides, because of
different distances of these pairs from the galaxy nucleus, the relative contri-
butions from the stellar population and smoothly distributed (dark) matter
can be expected to differ.

The width of amplification probability distribution for the A-B pair is
noticeably larger than for C-D and is clearly bimodal. Also, higher probabilities
of deamplification for the C and D pair as compared to A and B should be
noted (positive values at the horizontal axis), which is also consistent with
simulation results by Schechter and Wambsganss [99]. The further steps imply
simulation of microlensing events for the source with the spatial structure
and dimensions supposed to be known, and the subsequent comparison of the
histograms simulated for various contributions of diffusely distributed matter
with those built from the data of observations.

Figure 1.19 shows amplification probability distributions calculated for mi-
crolensing of image A of Q 2237 + 0305 for various relative contents of diffusely
distributed matter κc/κtot, and for the zero contribution ε of the extended
structure to the total quasar radiation (central source alone). Omitting the
details, we will note only that the relative content of diffusely distributed
matter κc/κtot and relative energy contribution of the extended structure have
different effects on the microlensing magnification probability distribution.
While variations of κc noticeably change the shape of the probability distri-
bution and only slightly affect the range of brightness changes, the quantity ε
controls mainly the width of the amplification probability distribution.

The distributions of amplification probability have been built for the first
time for microlensing light curves of Q 2237 +0305. It should be noted that in
spite of pessimistic prediction for possibility to analyze variability statistics in
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Fig. 1.19. Microlensing amplification probability distributions simulated for components A
and C of the quadruple system Q 2237 +0305 for four different contributions of the smoothly
distributed (dark) matter into the total surface mass density (σc/σtot). The corresponding
amplification maps are shown as well

this object, some attempts have been made earlier on the basis of observations
of the first 8—10 years (for example, [64, 65]). But it was for the first time
in [116] that the most full and homogeneous data sample in filter R for the
time period of more than 20 years has been used to built the histograms of
amplification probability distributions. A majority of the data points in the
combined light curves are those obtained in observations with the 1.5-meter
telescope of the high-altitude Maidanak Observatory.

Taking into account recent predictions for the expected dark matter fracti-
on in the total mass of the galaxy matter, simulations in [116] were carried out
for rather high values of the quantity κc/κtot, which varied from 0.5 to 0.95.
The resulting histograms count in favor of smaller values of κc/κtot, however.
At the present state of our knowledge, a preliminary conclusion is: the dark
matter fraction in the total surface mass density in Q2237 lens galaxy is <50%
at the distance 0.8 Kpc from the galaxy nucleus, where the lensed images are
situated.
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1.4. Flux ratio anomalies as a key
to detect dark matter substructures

It has long been known that the observed positions of multi-
ple quasar macroimages are well predicted by smooth regular models of mass
distribution in lensing galaxies, while their brightness ratios are reproduced
by such models poorly, (e.g., [53, 61, 70]). The first systematic analysis of this
problem called “flux ratio anomalies” was made by Mao & Schneider [70], who
assumed that the anomalies of mutual fluxes of the components in some lenses
can be explained by the presence of small-scale structures (substructures) in
lensing galaxies or somewhere near the line of sight.

A popular model of forming hierarchical structures in the Universe with
a dominant content of dark matter is currently known to poorly explain the
observed distribution of matter at small scales. In particular, the expected
number of satellite galaxies with masses of the order of MG ≈ 108M⊙ remai-
ned after the process of hierarchical formation is completed, is an order of
magnitude larger than a number of dwarf galaxies with such masses actually
observed within the Local Group [55,77]. One of the solutions of this contradic-
tion is a suggestion that some substructures, especially those with low masses,
are not luminous.

Metcalf and Madau [72] were the first to note that the dark matter
paradigm can naturally explain existence of substructures in galaxies lensing
the remote quasars, as proposed by Mao and Schneider [70] to interpret the
anomalies of mutual fluxes of quasar macroimages, and vice versa, confirmation
of substructures with masses from 106M⊙ to 108M⊙ is capable of removing the
contradiction between the predicted number of the low-mass satellite galaxies
and that one actually observed. The idea turned out to be intriguing and was
immediately taken up [11, 15, 25, 47, 73]. Investigation of flux ratio anomalies
in gravitationally lensed quasars is presently believed to be a powerful tool
in solving the problem of the dark matter abundance in the Universe. It is
intensively discussed in numerous recent publications [19, 47—49, 59, 68, 73,
76, 79, 88—90].

The idea to detect substructures in lensing galaxies using the anomalies
of flux ratios is based on fundamental relationships between coordinates and
magnifications of the quasar images, which result from the general lens equati-
on. These relationships have been obtained for the first time by Schneider &
Weiss [108] and Mao [69] for several “smooth” distributions of lensing potential.
In principle, the lens equation is capable of providing six independent relati-
onships between the coordinates and magnifications for a quadruple lens, but
only one of them can be checked with the data of observations. This is the well-
known magnification sum rule for a source within a macrocaustic cusp, when
three close images emerge: magnification of the central image must be equal

59



CHAPTER 1. Gravitational lensing

to the sum of magnifications of two outer images (Schneider & Weiss [108]).
When the source lies near a caustic fold, two images of the same brightness
must arise, [49].

Since the absolute values of magnifications in macroimages are unknown
(the unlensed quasar cannot be observed), Mao & Schneider [70] proposed to
use the dimensionless quantities

Rcusp =
|µ1| − |µ2|+ |µ3|
|µ1|+ |µ2|+ |µ3|

=
F1 − F2 + F3

F1 + F2 + F3
(1.25)

for three images emerging when the source is in a caustic cusp, and

Rfold =
|µm| − |µs|
|µm|+ |µs|

=
Fm − Fs

Fm + Fs
≈ 0 (1.26)

for the case when the source is at the caustic fold. Here, Fi are the fluxes from
corresponding macroimages, indices m and s in the second expression denote
the images at the minimum and saddle points of Fermat surface.

Ideally, cusp relation Rcusp = 0 and fold relation Rfold = 0 hold only
when the source lies exactly at the caustic cusp or fold, respectively. In real
lenses these relations hold only approximately. The authors of [48, 49] fulfil-
led a detailed study of asymptotic behaviours of the cusp and fold relations
and calculated probability distributions of Rfold values for several smooth lens
models. The value of deviation of Rcusp and Rfold from zero can be regarded
as a measure of probability for the lensing potential to have substructures
on scales smaller than the separation between the closest images [48, 49]. The
authors of [49] warn, however, that for fold lenses, the observed violation of the
fold relation may just mean that the source is far enough from a caustic fold.

It should be noted that, in principle, the observed anomalies of brightness
ratios in images of gravitationally lensed quasars can be explained by other
factors, such as microlensing by compact bodies and the effects of propagation
phenomena in the interstellar medium (extinction and scattering, scintillati-
ons). These factors are studied in details by Kochanek & Dalal [59]. They
concluded that substructures of cold dark matter is the best explanation for
the flux ratio anomalies in some quadruply lensed quasars. They reminded
also that, as was stated for the first time by Mao & Schneider [70], the
fluxes of highly magnified saddle images are very sensitive to small gravitati-
onal perturbations as compared to low-magnification images and, even more
importantly, these perturbations bias the fluxes towards demagnification, as
was also noted by Schechter & Wambsganss [99].

Recently, Keeton & Moustakas [50] proposed a new approach to detection
of the CDM substructures in strong gravitational lens systems, having shown
that, in addition to distortions of flux ratios and astrometric perturbations,
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Fig. 1.20. PG1115+ 080 from observations in fi-
lter R with the 1.5-m telescope of the Maidanak
Observatory. The image was obtained by averaging
of six frames from a series obtained in February 24,
2004, with a subsequent Richardson–Lucy processing

substructures may also perturb the time delays between images. Moreover,
the time delay ratios were shown to be immune to the central concentrati-
on degeneracy in lens modeling. This finding is very challenging and can be
expected to provide a new insight into the problem.

1.4.1. The A2/A1 flux ratio anomaly
in PG 1115+ 080; a bit of history

The quadruply imaged quasar PG 1115+ 080 (Fig. 1.20) is
one of the most promising candidates both to investigate the dark matter
problem and to determine the H0 value from measurements of the time delays
between the image components. The source with a redshift of zS = 1.722
is lensed by a galaxy with zG = 0.31 [17, 37, 114], which forms four quasar
images, with an image pair A1 and A2 bracketing the critical curve very close
to each other. It is the second gravitationally lensed quasar discovered over
a quarter of century ago, at first as a triple quasar, [133]. Later on, the bri-
ghtest image component was resolved into two images separated by 0.48 arcsec.
Further observations [23,62,123,146] have provided positions of quasar images
and information about the lensing object, which allowed construction of a
macrolens model (e.g., [52]). They have shown, in particular, that the observed
quasar image positions and fluxes and the galaxy position can be fit well by
an ellipsoidal galaxy with an external shear rather than by only an ellipsoi-
dal galaxy, or by a circular galaxy with an external shear. They noted that
a group of nearby galaxies detected by Young et al. [146] could provide the
needed external shear.

The A1 + A2 image pair in PG1115 + 080 consists of a highly magnifi-
ed minimum point image (A1) and saddle point image (A2). According to
theoretical expectations (e.g. Schneider et al. [108]), the ratio of their fluxes
must be close to 1.

There are numerous measurements of the A2/A1 brightness ratio in
PG1115 + 080 made at different spectral ranges and at different epochs si-
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Table 1.1. Estimates of the A2/A1 brightness ratios
in PG1115+030 for the time period 1980—2006 from all available data

Date A2/A1
flux ratio

Spectral
range Instrument Reference

1980 June 0.83 V MMT Hege et al. (1980)
1981 April 30 1.0 B CFHT Vanderriest (1986)
1983 March 8 1.0 V Some Some
1984 March 26 0.95 B ” ”
1985 March 16 0.75 B ” ”
1985 March 19 0.79 V ” ”

1986 February 19 0.79 V CFHT Christian (1987)
Some 0.8 R Some Some

” 0.79 B ” ”
1989 April 0.68 I CFHT Schechter (1993)

1991 March 3 0.66 V HST Kristian (1993)
Some 0.7 I Some Some

1992 April 0.67 I Hiltner Schechter 1993
Some 0.69 V Some Some

” 0.72 I CTIO ”
” 0.68 V Some ”

1993 April 0.69 I Hiltner ”
Some 0.63 V Some ”

1995 December 20 0.66 V Magellan Pooley et al. (2006)
1996 June 7 0.68 I NOT Courbin et al. (1997)

1997 November 17 0.64 H HST Impey et al. (1998)
? 0.52 V HST Morgan et al. (2008)
? 0.67 I Some Some
? 0.63 H ” ”

2001 March 26 0.66 V Magellan Pooley et al. (2006)
2001 April 20—27 0.74 V 1.5 m Maidanak Vakulik et al.(2010)

Some 0.67 R Some Some
” 0.72 I ” ”

2002 March 0.76 V ” ”
Some 0.71 R ” ”

” 0.72 I ” ”
2004 February 22 0.81 Sloan i′ Magellan Pooley et al.(2006)
2004 May 5—6 0.93 11.67 µm Subaru Chiba et al. (2005)

2004 Jan. 17—June 8 0.79 V 1.5 m Maidanak Vakulik et al. (2010)
” 0.81 R Some Some

2004 Apr. 11—June 8 0.83 I ” ”
2005 June 07 0.81 Sloan i′ Magellan Pooley et al. (2006)

2006 Jan. 5—Apr. 15 0.8 V 1.5 m Maidanak Vakulik et al.(2010)
2006 Jan. 5—June 2 0.83 R Some Some
2006 Jan. 5—Apr. 15 0.85 I ” ”

nce 1980, which we tried to assemble in Table 1.1. Some of these data have
been used by Pooley et al. [90] to analyse a long-term history of the A2/A1
variations in the optical band and to compare it with the X-ray data, (see, e.g.,
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Fig. 1.21. A history of the A2/A1
flux ratios in PG 1115+080 from
the data in filters V (filled circles)
and I (empty squares) as listed in
Table 1.1

Pooley et al. [88—90]). Fig. 2 from [90] demonstrates changes in the A2/A1
optical flux ratio during the time period from 1980 to 2008, and much more
dramatic changes of this ratio in X-rays. Pooley et al. [90] noted that, according
to all the observations since the system discovery, the A2/A1 flux ratio varied
within 0.65—0.85.

In Table 1.1 the telescopes and filter bands are indicated for all estimates of
the A2/A1 flux ratios. The table does not contain the results of the Chandra X-
rays observations, which exhibited strong flux ratio anomaly and can be found,
e.g., in [88–90]. Flux ratios in filters V and I from Table 1.1 are displayed in
Fig. 1.21. These flux ratios behave similarly in time for both filters, and in
general features resemble those in fig. 2 from [90]. Based upon their fig. 2,
Pooley et al. [90] argue that the optical flux ratio anomaly in PG1115 + 080 is
slight and “nearly constant in time”. Our analysis described below has shown,
however, that it is not quite so. Our Fig. 1.21, where the available previous
data in V and I are supplemented by our measurements, shows that variations
of the A2/A1 flux ratio in time are indeed rather small and slow. However,
even if we exclude a marginal value for the date 1983, March 8 (Vanderriest
et al. 1986 [123]), which equals 1 with the uncertainty of 0.1, we will have the
A2/A1 flux ratio varying in some regular manner with the amplitude of about
0.15 during the last 25 years. Somewhere between 1991 and 1996, the ratio
reached its minimal value of about 0.65 in filter V , and increased up to 0.8
by 2006. It should be noted that the fact that A2/A1 flux ratio varies in time
is in itself an argument in favour of microlensing as the main reason for the
anomalous flux ratio in PG 1115+ 080. Also, it should be mentioned that the
A2/A1 flux ratio is slightly but steadily higher in filter I (empty squares) than
in V (dark circles).
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1.4.2. Light curves of PG 1115+ 080
in 2001—2006: flux ratio anomaly or microlensing?

Observations of PG1115 + 080 were started at the 1.5-meter
telescope of the high-altitude Maidanak Observatory (Central Asia, Uzbeki-
stan) in 2001. Our algorithm for photometric image processing is similar to
that applied to Q 2237 + 0305 and described in detail in [118]. The light curves
of PG1115 + 080 A1, A2, B,C in filter R for the time period from April 2001
to June 2006 are shown in Fig. 1.22.

In Fig. 1.20 one of the best Maidanak images of PG 1115 + 080 obtained
through the R filter is shown. For better view, the image was restored with
an algorithm similar to that known as the Richardson-Lucy iterative method.
Thanks to the spatially resolved photometry of the A1 and A2 image pair in
filters V , R and I, our data have made it possible to measure flux ratios for
these components for five seasons of observations, and to study their behavior
in time and in wavelength. As is noted above, deviations of flux ratios in
quasar macroimages from the theoretical predictions (flux ratio anomalies) are
presently believed to be diagnostic for detection of substructures in lensing
galaxies, which may represent the dark matter.

Unfortunately, observations were not carried out in 2003, and the data
are very scanty for the 2001 and 2002 seasons in all the three filters. The
most numerous data were obtained in filter R. The data demonstrate noti-
ceable variations of the quasar brightness, with the total amplitude reachi-
ng approximately 0.4 mag in 2004—2006, and smaller amplitudes of about

Fig. 1.22. The light curves of PG 1115+080 A1, A2, B, C from observati-
ons in filter R with the 1.5-m telescope of the Maidanak Observatory in
2001, 2002, 2004, 2005 and 2006 (Julian dates are at the horizontal axis)
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Fig. 1.23. Behaviors of the C-A1, C-A2, B-C and A2-A1 magnitude dif-
ferences in time from the results of our photometry in filter R; approxi-
mation by the second-order polynomials is shown

0.05 mag on a time-scale of two months, which are clearly seen in all the four
light curves in 2004.

To determine which component (or components) exactly underwent mi-
crolensing, we addressed only our data as more homogeneous ones, and
analysed behaviors in time of the long-term constituents of the A2-A1, C-A1,
B-C and C-A2 magnitude differences for filters R and I. These difference light
curves in filter R are shown in Fig. 1.23 taken from [117]. We did not correct
the individual light curves for the time delays, which are small as compared to
the characteristic time-scale of quasar flux variations. This might result only
in some increase of the data points scatter with respect to the approximating
curves, which are the second-order polynomials in Fig. 1.23.

The largest decrease of the magnitude difference is for the A2-A1 image
pair — about 0.23 mag during 2001—2005. Pair C-A1 shows an almost linear
decrease of the magnitude difference in time, with only 0.12 mag during 2001—
2005. Since the mutual brightness of images B and C was almost invariable in
2001—2006, one might conclude that it is an image A1 that became fainter du-
ring this time period. But the C-A2 magnitude difference curve shows however,
that, in addition to the obvious dimming of image A1, brightening of image A2
makes a certain contribution to the decrease of the A2-A1 magnitude difference
in 2001—2005.
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Therefore, we can conclude that a decay of A1 and brightening of A2
took place simultaneously in PG1115 + 080 during 2001—2006. We may also
conclude that it is the A1 image that underwent microlensing in the previous
years, with the maximum near 1992—1995, as seen from Fig. 1.21, and the final
phase in 2006 or, perhaps, later. With the previous data taken into account
(see Fig. 1.21 and Table 1.1), the total time-scale of the 0.3-magnitude event
is about 25 years. Image A2 underwent microlensing as well, with its rising
branch occurring in 2001—2005. The brightening of image A2 reached about
0.14 mag during this time period, while the total brightening in the whole
event may be larger. In calculation of the time delays, more subtle variations
of the magnitude differences during 2004—2006 were found, (see Sec. 1.5).

It should be noted that our results are well consistent with measurements of
the A1-A2 magnitude difference presented by Morgan et al. [79], who reported
approximately 0.2-mag growth of this quantity during 2001—2006. However,
they do not present the magnitude differences between other images and A1
or A2 separately, which has led us to a conclusion about the final phase of
microlensing in image A1 and, seemingly, the initial phase of a microlensing
event in image A2. This conclusion is also indirectly confirmed by the results
of Pooley et al. [90], who reported a dramatic rise in the X-ray flux from
image A2 between 2001 and 2008. Larger microlensing amplitudes at shorter
wavelengths are often detected for many lensed quasars and are known to be
naturally explained by smaller effective sizes of quasars at shorter wavelengths.

The observed time-scales and amplitudes of the microlensing brightness
fluctuations are known to depend on the relative velocity of a quasar and
lensing galaxy, and on the relationship between the source size and the Ein-
stein ring radius of a microlens. For PG 1115 + 080, the expected duration of
a microlensing event is estimated to be of the order of 10 to 20 years for the
subsolar mass microlens, [16], well consistent with that in image A1 observed
in 1980—2006.

Thus, if our interpretation of the observed brightness variations in the A1,
A2, B and C images is valid, then the A2/A1 flux ratio would be expected to

Table 1.2. Flux ratios in PG 1115+080 as predicted by the most
recent lens models and determined from the results of our photometry
in 2006 (filter I); the uncertainty of our flux ratio estimates is 0.02 for all ratios

Lens model A2/A1 B/A1 C/A1 B/C

Chiba (2002) 0.92 0.22 0.28 0.8
Chiba (2005) 0.92 0.22 0.28 0.79
Pooley (2006) 0.96 0.26 0.67
Pooley (2007) 0.92 0.21 0.27 0.78

This work 0.85 0.19 0.29 0.68
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approach its undisturbed value in a few years, unless a new event takes place
in at least one image. Our estimates of the A2/A1, B/A1, C/A1 and B/C flux
ratios calculated from the photometry data of 2006, are presented in Table 1.2
along with the model predictions by Chiba [15], Chiba et al. [16], Pooley et al.
[88, 89]. The ratios for filter I are presented, where the effect of microlensing
is expected to be minimal as compared to V and R. As is seen from Table 1.2,
the A1/A2 flux ratio is still less than predicted by the most recent lens models.
However, when expressed in terms of Rfold, it would equal 0.08, which means
that, according to simulations described in [49], this flux ratio is within a region
admissible by a smooth lensing potential model for the finite source distances
from the caustic fold, that is, it is not anomalous in the sense implied by Mao
& Schneider [70].

1.5. Time delay lenses: impact on the Hubble
constant and/or the dark matter problem

As is noted in Introduction, gravitationally lensed quasars
are known to potentially provide estimates of the Hubble constant H0 from
measurements of the time delays between the quasar intrinsic brightness vari-
ations seen in different quasar images (Refsdal [94]). Since a phenomenon of
gravitational lensing is controlled by the surface density of the total matter
(dark plus luminous), it provides a unique possibility both to determine the
value of H0 and to probe the dark matter content in lensing galaxies and along
the light paths in the medium between the quasar and observer.

By now the time delays have been measured in more than 20 gravitationally
lensed quasars resulting in the values of H0 that are generally noticeably less
than the most recent estimate of H0 obtained in the HST Hubble Constant Key
Project with the use of Cepheids — H0 = 72 ± 8 km s−1 Mpc−1 (Freedman
et al. [32]). This discrepancy is large enough and, if the Hubble constant is
really a universal constant, needs to be explained. A detailed analysis of the
problem of divergent H0 estimates inherent in the time delay method and the
ways to solve it can be found, e.g., in [51, 57, 60, 93, 97, 102, 147], and in ma-
ny other works.

The main sources of uncertainties in determining H0 are:
• low accuracy of the time delay estimates caused by poorly sampled and

insufficiently accurate light curves of quasar components, as well as by mi-
crolensing events and, as a rule, by low amplitudes of the quasar intrinsic
variability;

• difference in the values of cosmological constants adopted in deriving H0;
• invalid models of mass distribution in lensing galaxies.
The way to reduce the effect of the first source of errors is clear enough:

more accurate and better sampled light curves of a sufficient duration are
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needed. A choice of the cosmological model is usually just indicated — this
is mostly a question of agreement. As to the third item, here the problem of
estimating the Hubble constant encounters the problem of the dark matter
abundance in lensing galaxies.

The problem of determining the Hubble constant from the time delay
lenses is known to suffer from the so-called central concentration degeneracy,
which means that, given the measured time delay values, the estimates of
the Hubble constant turn out to be strongly model-dependent. In particular,
models with more centrally concentrated mass distribution (lower dark matter
content) provide higher values of H0, more consistent with the results of the
local H0 measurements than those with lower mass concentration towards the
center (more dark matter). Moreover, it has long been noticed that the time
delays are sensitive not only to the total radial mass profiles of lensing galaxies,
but also to the small perturbations in the lensing potential, e.g., [9, 82, 136].

The Hubble constant — central concentration degeneracy is a part of the
well known total problem of lensing degeneracies mentioned in Section 4: all
lensing observables, even if they were determined with zero errors, are consi-
stent with a variety of the mass distribution laws in lensing galaxies. A strategy
for solving this non-uniqueness problem could be a search through a family of
lens models that are capable of reproducing the lensing observables, [82, 135].
Then many models can be run in order to infer a probability density for
a parameter under investigation, e.g. for H0, [135]. The most recent studi-
es [93, 96] have shown that, in such an approach, discrepancy between the H0

value determined from lensing and with other methods can be substantially
reduced if non parametric models for mass reconstruction are used, which can
provide much broader range of models as compared to the parametric ones.

In defining priors on the allowed space of lens models, it is naturally to
assume that lensing galaxies in the time delay lenses are similar in their mass
profiles to other early-type ellipticals, that are presently believed to be close
to isothermal and admit the presence of the cold dark matter haloes. The
isothermal models are also consistent with stellar dynamics, as well as with
the effects of strong and weak lensing.

The quadruply lensed quasars are known to be more promising for solving
these problems as compared to the two-image lenses since they provide more
observational constraints to fit the lens model. Ten astrometric constraints can
be presently regarded as measured accurately enough for most systems. This
especially concerns the relative coordinates of quasar images. As to the lensing
galaxies, their less accurate coordinates are often the only reliable informati-
on about the lensing object known from observations, with other important
characteristics being derived indirectly. This situation is inherent, e.g. in
PG1115 + 080 with its faint, 0.31 — redshift galaxy. Of other observational
constraints, the time delays and their ratios are very important. In quadruple
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lenses, the time delay between one of the image pairs is usually used to determi-
ne H0, while the other ones form the H0-independent time delay ratios to
constrain the lens model, [51].

The time delays in PG 1115 +080 were determined for the first time by
Schechter et al. [103] to be 23.7 ± 3.4 days between B and C, and 9.4 ± 3.4
days between A1+ A2 and C (image C is leading). Barkana [7] re-analyzed
their data using another algorithm and reported 25+3.3

−3.8 days for the time delay
between B and C, and this is quite consistent with 23.7± 3.4 days from [103].
But the other time delays, and hence the time delay ratio rABC = τAC/τBA

differ significantly: rABC = 1.13+0.18
−0.17 as calculated by Barkana [7] and 0.7± 0.3

according to Schechter et al. [103]. Since 1997, just these values, either the first
or the second ones, were being used to constrain the PG 1115+ 080 model and
determine the Hubble constant.

Determination of the time delays has generated a flow of models for the
system [15, 23, 40, 51, 52, 56, 76, 88, 97, 103, 115, 144, 145, 148], all illustrating
how strongly the estimated value of H0 depends on the adopted mass profile
of the lens galaxy for the given values of time delays.

The detailed analysis of the uncertainties in determining Hubble constant
from the time delay lenses can be found in, e.g., [57, 60, 102], where the paths
to eliminate or at least to lessen the uncertainties have been also outlined.
Kochanek & Schechter [60] indicated, in particular, the importance of impro-
ving the accuracy of time delays for PG 1115+ 080.

1.5.1. Time delays in PG 1115 +080 from observations
on the Maidanak Mountain: algorithm and results

The R light curves from our Maidanak data in 2004—2006
(Fig. 1.22) clearly demonstrate their applicability to determine the time delays.
As compared to the data used by Schechter et al. [103] and Barkana [7], we were
lucky to detect the quasar brightness variation with an amplitude of almost a
factor of three larger, and with rather well-sampled data points within every
season of observations. In addition, the accuracy of our photometry has made
it possible to confidently detect flux variations with an amplitude as small as
0.05 mag that can be seen in the data of 2004.

The methodology to determine the time delays in pairs is simple
enough and obvious. A common feature of all known methods of time delay
measurements is the use, in one way or another, of the cross-correlation maxi-
mum or mutual dispersion minimum criteria, while they may differ in the
algorithms of the initial data interpolation.

Analysis of the light curves of quasar images in pairs can also be appli-
ed when a lens consists of more than two images. To determine the time
delays from the light curves shown in Fig. 1.22, we used another approach
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however, as described in more detail in [119, 121]. Here we shall only remind
the fundamentals of our approach.

We determined the source light curve from a joint analysis of light curves
of all image components. The individual time delays for pairs of images can be
then determined with respect to this model source light curve jointly from the
corresponding system of equations.

Since, according to predictions of all lens models and to measurements in
X-rays by Dai et al. [24] and Grant et al. [36], the time delay between images A1
and A2 does not exceed a small fraction of the day, their fluxes were summed
to form a single curve, which we call the A light curve. Thus, we may write
the following functional for the three light curves:

Φ(∆t, τ0, τ1, τ2) =
1

3N

2∑
j=0

N∑
i=0

[mj(ti) + dmj − f(ti,∆t, τj)]
2

σ2
j (ti)

, (1.27)

where mj(ti) are the data points in the light curve of the jth image at the
time moments ti; dmj and τj are the shifts of a corresponding light curve in
stellar magnitude and in time, respectively, N is a number of points in the
light curves, ∆t is the parameter of the approximating function f(ti,∆t, τj),
and σ2

j (ti) are the photometry errors.
We adopted dm0 = 0 and τ0 = 0 in our calculations, that is, we fitted the

light curves of B and C to the A light curve, and thus, dm1 and dm2 are the
magnitude differences A-B and A-C, respectively. At given values of τ1 and
τ2, we minimize Φ(∆t, τ1, τ2) in dmj and in coefficients of the approximating
function. The values of minimum of Φ(∆t, τ1, τ2) were being looked for at a
rectangular mesh τ1, τ2 with a step of 0.5 days in preliminary calculations, and
of 0.2 days at a final stage. The values of τ1, τ2 corresponding to the minimal
value of Φ(∆t, τ1, τ2) were adopted as the estimates of the time delays τBA

and τAC . Fig. 1.24 shows a distribution of Φ(∆t, τ1, τ2)−Φmin in the space of
parameters τBA and τAC calculated for parameter ∆t = 0.12 years. Thus, our
estimates of the time delays that can be read out at the τAC and τBC axes
against the centre of contours in Fig. 1.24, are τBA = 4.4, τAC = 12.0 days.
The time delay τBC is not an independent quantity in our method, and can be
determined as a linear combination τBC = τBA+τAC , that is, τBC = 16.4 days.

To test our method for robustness and absence of systematics, and to
estimate the accuracy inherent in our time delay measurements, we fulfilled
a numerical simulation as described in detail in [121]. The simulated light
curves of the components were obtained by shifting the approximating curve
f(ti,∆t, τj) by the proper time delays τ1, τ2 and magnitude differences, and
by adding random quantities to imitate the photometry errors. We simulated
2000 light curves synthesized as described above, and calculated the resul-
ting time delays using the procedure, which was exactly the same as in the
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Fig. 1.24. Distribution of Φ(∆t, τ1, τ2) −
Φmin in the space of parameters τAC and
τAB . The innermost contour corresponds to
Φ(∆t, τ1, τ2) − Φmin equalling 0.0001, with
every next level twice as much than preceding

analysis of the actual light curves. The results of simulations were used to
build the distribution functions for errors and to estimate the 95-percent confi-
dence intervals. The final values of the time delays and the corresponding
uncertainties are presented in Table 1.3, where they can be compared with the
estimates reported in [103] and [7].

It is interesting to note that using only the data of 2004, where a small-
amplitude turn-over in the light curves is detected, we obtained τBA = 5.0 days,
τAC = 9.4 days, and τBC = 14.4 days, consistent with the estimates obtained
from the whole data set. However, simulation of errors for only the data of 2004
demonstrates noticeably larger uncertainties, as compared to those calculated
from the entire light curve.

The light curves of images A, B and C shifted by the corresponding ti-
me delays and reduced to image A in magnitude are shown in Fig. 1.25 for
the approximating function parameter ∆t = 0.12 years. As is seen from this
picture, the data points for all the three images are very well consistent with
each other and with the approximating curve.

Thus we obtained the time delay values, which differ noticeably from those
reported by Schechter et al. [103] and Barkana [7] and used in a variety of
models of many authors to derive the Hubble constant value. The largest dif-
ferences are for τBC and τBA: our estimate of τBC is a factor of 1.5 smaller,

Table 1.3. The time delays (days)
for PG1115+ 080 as reported earlier and in our previous work [121]

Author τBA τAC τBC

Schechter (1997) 14.3± 3.4 9.4± 3.4 23.7± 3.4

Barkana (1997) 11.7+2.9
−3.2 13.3+2.0

−2.2 25.0+3.3
−3.8

Vakulik(2009) 4.4+3.2
−2.5 12.0+2.5

−2.0 16.4+3.5
−2.5
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Fig. 1.25. The data points of the A, B and C light curves superposed with each other
after shifting by the corresponding magnitude differences and time delays τBA = 4.4+3.2

−2.5,
τAC = 12.0+2.5

−2.0 and τBC = 16.4+3.5
−2.5 obtained in this work. The parameter ∆t of the approxi-

mating function f(ti,∆t, τj) in Eq. (27) is 0.12 years

while for τBA, it is almost three times smaller as compared to the results of [103]
and [7]. Meanwhile, our values of τAC are rather similar to those of Schechter
and, especially, of Barkana.

As is noted above, the time delay between one of the image pairs, say, τBC ,
can be used to determine H0, while the time delay ratio rABC = τAC/τBA is
independent of the H0 value and can be used to constrain the lens model. Most
of the PG1115 + 080 macromodels are consistent in predicting rABC to within
0.15. As far as can be expected from Table 1.3, the three measurements of time
delays do not provide the time delay ratios consistent with each other and with
model predictions. This can be seen from Table 1.4, where we collected several
model predictions for rABC together with the measurements presented in [103]
and [7] and those obtained in this work. Also, we presented here the time delay

Table 1.4. Time delay ratios τAC/τBA and τAC/τBC

for PG1115+080 as predicted by several lens models (the upper part
of the table) and determined from the existing measurements
of the time delays for the system (the last three lines)

Author τAC/τBA τAC/τBC

Schechter et al. (1997) 1.33—1.80 0.57—0.64
Keeton&Kochanek (1997) 1.35—1.47 —
Impey et al. (1998) 1.3 —
Chartas et al. (2004) 1.3 0.56
Keeton et al. (2009) 1.54 0.61

Schechter et al. (1997) 0.66 0.40
Barkana (1997) 1.14 0.53
Vakulik et al. (2009) 2.73 0.73
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ratios rCBA = τAC/τBC , which demonstrate better agreement between model
predictions and measurements.

The time delay ratios calculated from measurements of Schechter and
Barkana are seen to be lower as compared to the model predictions, while our
measurements provide the estimates of this quantities exceeding the model
predictions, especially for rABC = τAC/τBA, which is as large as 2.73 from our
data. One should admit that such discrepancy is too large, since the largest
rABC we have found in the literature is that calculated by Schechter et al. [103]
for their isothermal ellipsoid model — rABC = 1.8.

The reason for this becomes qualitatively clear when addressing the data
in Table 1.3: the shortest time delay τBA is measured with almost the same
absolute error as the longest one, τBC , that is, of all the three time delays, τBA

has the largest relative error. Therefore, we are far from arguing our value of
τBA to be more trustworthy than those obtained by Schechter and Barkana.
We regard, however, that the values of τBC and τAC are more reliable and
trustworthy. Also, it should be noted that none of the macrolens models we
could found in the literature predicts the values of τBC larger than 18d, — the
value 19.9d from the unrealistic point-mass model in Schechter et al. [103] may
hardly be taken into account.

To derive the estimates of the Hubble constant resulted from our
measurements of the time delays, we have made use of the results of Schechter
et al. [103], who calculated five models for the gravitational potential of
PG1115 + 080. The time delays τAC and τBC as predicted by their five models
for Ω = 1 and H0 = 100 km s−1Mpc−1, and the corresponding estimates of
H0 obtained with their time delays are shown in Table 1.5 (columns 2—4). We
remind that, according to Schechter et al. [103], model PMXS means a point
mass with external shear, the ISXS model is an isothermal sphere with external

Table 1.5. Time delays as predicted by the lens models
calculated by Schechter et al. [103] (columns 2, 3) and the values
of the Hubble constant H0 obtained from comparison of these time
delays with those obtained by Schechter et al. [103] (column 4);
the H0 values (km s−1Mpc−1) calculated for the same lens models,
but with the time delays determined in this work (columns 5—7)

τ and H0 from Schechter et al. H0 with τ from our work

Model τAC τBC H0 τAC = 12.0d τBC = 16.4d H0 (mean)

PMXS 12.5d 19.9d 84 104 121 113
ISXS 6.6d 10.4d 44 55 63 59
ISEP 9.7d 15.1d 64 81 92 86
ISIS 5.6d 9.7d 41 47 59 53
ISIS+ 5.7d 10.0d 42 48 61 54
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shear, and ISEP is an isothermal elliptical potential. The ISIS model uses a
second isothermal sphere for a group of galaxies at approximately the same
redshift as the main lensing galaxy (Young et al. [146]; Henry & Heasley [37])
to represent shear. In the ISIS + model, the uncertainty in the galaxy position
is not regarded to be negligible, as in the ISXS and ISIS, but its coordinates
were taken as two additional free parameters.

Columns 5 to 7 of Table 1.5 contain the H0 values estimated for the
Schechter et al. models with our values of the time delays for image pairs
AC and BC separately (column 5 and 6), and the average between the pairs
(column 7). We may conclude that, as could be expected, our new estimates
of τBC and τAC provide higher values of the Hubble constant, which are closer
to the most recent value obtained in the HST Key Project from observations
of Cepheids (Freedman et al. [32]).

Thus, the time delays for PG 1115 + 080 obtained from our monitoring
data in 2004—2006 differ from those determined by Schechter et al. [103]
and Barkana [7] earlier. The differences for τBA and τBC are well beyond the
uncertainties reported in both publications and determined in the present work.
While our time delay estimates for images A and C are rather close to the two
previous ones, the delays for two other image pairs can not be regarded as
consistent even marginally.

The new estimates of time delays in PG 1115 +080 provide additional
support for the family of models close to isothermal, which admit existence
of dark matter. As analyzed in details by Kochanek and Schechter [60], the
estimates of H0 with the use of time delay lenses are bounded by two limi-
ting models: models with less dark matter (more centrally concentrated mass
profiles) produce higher values of H0 than those with more dark matter. In
particular, the constant mass-to-light ratio models set an upper limit on esti-
mates of H0, while the isothermal mass distribution models are responsible for
the lower limit of H0. Our result is very important in this respect, since an
isothermal model is preferred for the lensing galaxy in PG1115 + 080 for the
reasons listed in [102]: 1) the velocity dispersions observed for an ensemble of
lensing galaxies are consistent with the fundamental plane relations for elli-
pticals; 2) a majority of the nearby galaxies, as well as those lensing galaxi-
es for which the radial mass distributions can be measured, are very nearly
isothermal. Since the PG 1115+ 080 lensing galaxy is by no means unusual,
the isothermal hypothesis is most probable.

In conclusion, recently published observations of PG1115 + 080 in filter R
during almost the same time periods in 2004—2006 should be mentioned [79].
We have used their table 3 photometry to compare to our light curves. The
quasar brightness fluctuations which allowed us to determine the time delays
are seen in their A1 + A2 light curve quite well, but become undetectable in
the B and C light curves because of a much larger scatter of the data points.
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Gravitational lensing theory contains a number of nice quali-
tative results and beautiful theorems [116, 147]. However,
their use in case of a particular gravitational lens system
(GLS) can be rather complicated, and this requires an addi-
tional numerical and analytical studies. The present article
deals mainly with some topics on the latter subject basing on
results of the authors. The main attention is paid to quali-
tative results, and to photometric and astrometric effects
of gravitational microlensing that can be investigated either
without using extensive numerical computations or where
such computations can be reduced to a minimum.

The paper begins with a short overview of the most
famous achievements obtained with the help of the gravi-
tational lensing (Section 2.1) — weak lensing, strong lensing,
MACHOs.

Then we discuss the High Amplification Events (HAE)
in the microlensing processes [101,116,147] that are associa-
ted with the source crossings of the GLS caustics. In Secti-
ons 2.2, 2.3 we discuss approximation methods that allow
us to get solutions of the lens equation near caustics with
any prescribed accuracy. We consider both the cases of a
fold caustic and a cusp point using a general procedure of a
power reduction [151]. The case of the fold is considered in
more detail. We find an analytic form of the solution using
two approximation methods of [5, 6]. The results are appli-
ed to derive a formula for amplification of a point source
near the fold and then to obtain the amplifications in case
of some extended source models (Gaussian, power-law and



2.1.Gravitational lensing: a short overview

limb-darkening). In section 2.3.5 we discuss the possibility to distinguish dif-
ferent source models from observations of microlensed light curves.

Section 2.4 deals with astrometric microlensing on account of some of
our results [8, 36, 149, 151, 153—155, 157]. We show that the trajectory of
the image centroid depends strongly on the source size and on an external
gravitational field (external shear); a microlensing by extended lenses is also
discussed including a simple “toy” model of microlensing by extended dark
matter clumps. Then we discuss a statistics of weak astrometric microlensing of
a distant source by a large number of foreground point masses in case of a small
optical depth; this case corresponds to a weak microlensing by the Milky Way
objects. Variable gravitational field of moving foreground masses induces small
motions of remote sources’ images. We present compact analytical relations
describing a statistics of these motions; it is different in case of a continuous
(e.g., dark) matter and discrete masses (stars). This effect leads to a small
apparent rotation of an extragalactic reference frame.

2.1. Gravitational lensing: a short overview
2.1.1. General remarks

There is a number of books and reviews on basics and vari-
ous applications of gravitational lensing (GL, see, e.g., [16,77,91,101,116,147],
see also the previous article of this book). In this view, we give in this Section
only a short sketch of achievements of GL which are important for determi-
nation of mass distributions and for the dark matter (DM) investigations. This
text does not purport to be a complete overview of all directions of GL.

The GL theory may be considered as a part of the wave propagation
theory in a curved space-time describing the effect of gravitational field on
the electromagnetic radiation in the geometrical optics approximation. The
main lensing effects include the well-known light bending (leading also to the
important effect of image deformation of lensed objects) and the gravitational
time delay. The cosmological contributions are taken into account through the
angular diameter distances in the equations of GL. Typical derivation of gravi-
tational lens equations presupposes that GLS is almost static, i.e. velocities is
the system are much less than the speed of light c = 1. Generalization to the
relativistic case has been given in [79]; this result can be applied to the lensing
by hypothetical oscillating cosmic strings. The only signal that presumably can
be regarded as being associated with an object of this type has been found in
observations of GLS Q 0957 + 561 images [114]. However, it seems that this sig-
nal may be a consequence of random factors in the quasar light curve, because
since then no other observations have not revealed such relativistic objects.

All applications of GL dealing with real observations at present use the
geometrical optics approximation. However, manifestations of the diffraction
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and interference phenomenа in GLS have also been studied by a number of
authors (see bibliography in monographs [16, 91, 116], also [27, 83—85, 89,
146, 150]). Typically these effects are washed out due to a poor coherence of
emitting astronomical sources. Nevertheless, it has been repeatedly pointed
out that in some situations such effects deserve an astrophysical interest (see,
e.g., [55, 56]). On the other hand, observations of the wave optics effects in
GLS could present new independent confirmation of the General Relativity.
A considerable attention (see, e.g., [89, 123] and references therein) has been
paid to the wave effects in GLS in connection with the future gravitational
wave experiments. Indeed, gravitational wave sources generate much larger
wavelengths than in the case of the electromagnetic radiation, leading to much
larger lensing masses where the wave effects must be significant.

2.1.2. GLS on different scales

Weak lensing. Weak GL is a unique probe of the mass di-
stribution in the Universe. The method of weak GL uses the measurements
of lensing induced distortions of the shapes of many distant galaxies and di-
stribution of their orientations. This can be used to reconstruct the maps of
a “cosmic shear” in certain sky regions and then to constrain the mass distri-
butions in these regions. The very first attempts in this direction are probably
due to Tyson et al. [127, 128]. A lensing signal can be estimated using some
averaging over an ensemble of galaxies in a small region of the sky. The lensing
image distortions induced by intergalactic gravitational fields are rather small,
so one must have a deep survey to observe a sufficiently large number of the
galaxies in order to detect the cosmic shear signal on the background of proper
ellipticities of these galaxies.

A detailed bibliography on the weak GL can be found in reviews [53, 57,
63, 95]. Statistics of the ellipticities of galaxy images with different redshifts
can be related to the power spectrum of cosmological mass fluctuations in
the Universe and more delicate statistical characteristics [61, 68, 69], see also
reviews [57,63,77].

One of the most well known applications of the weak GL is related to the
investigations of the Bullet Cluster [22,23] yielding a direct confirmation of the
DM existence. Determination of mass distributions in this cluster by means of
the weak GL provides a convincing argument against theories that do not
recognize DM and try to explain the missing mass effects by an alteration of
the gravitational force law [53].

Extragalactic GLS. The gravitational lensing manifest itself most vi-
vidly in extragalactic GLSs. Typical extragalactic GLS contains a remote
quasar and a foreground galaxy or cluster on its line of sight. Several
tenth of such systems can be found in the Castle Lenses database
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(http://www.cfa.harvard.edu/castles/ [76]). We shall mention only a few very
interesting GLSs.

• The First Lens Q 0957+ 561 (1979) [134]. Two images are separated by
6 arcsec. The redshift of the lensing galaxy is zl = 0.36 and that of the source
zs = 1.41.

• The Nearest Lensing Galaxy is in the system Q 2237 + 0305 [62] (Einstein
Cross, 1985). This GLS has rather symmetric positions of four images separated
by 1—2 arcsec; zl = 0.04, zs = 1.69. Due to the small distance to the lensing
galaxy this is a unique GLS to study microlensing.

• The Nearest Gravitationally Lensed Quasar is in the system 1RXS
J 113155.4 – 123155 [122]. In this GLS four quasar images are observed along
with the arc representing the image of the host galaxy of the quasar; zl = 0.29,
zs = 0.66. This is not of course the nearest of all lensed objects including, e.g.,
stars of our Galaxy or stars in the Magellanic Clouds.

• The Largest Gravitational Lens is recently discovered MACS
J 0717.5 + 3745 (zl = 0.546, zs ∼ 2.5) [158]. This is a cluster of galaxies having
the Einstein ring radius θE = 55 ± 3′′ corresponding to rE = 350 ± 20 kpc at
the cluster redshift, the mass inside is ∼7 · 1014 solar masses.

There are several images of one quasar in extragalactic GLS; these images
may be stretched to form luminous arcs. The typical angular separation
between the images are of the arcsecond order, however, as in the case of
the latter example, there may be GLS with separations of several tenth of
arcseconds (cf. [54, 96, 98]). It is sometimes rather difficult to distinguish such
lenses from the real quasar pairs [156]. Arcminute-separation GLS are very
helpful to measure the mass function of massive galaxy clusters; by compari-
son with the results of large scale structure simulation they can provide an
important test of the standard cosmological model.

Besides the geometry of the images and the redshifts, the important cha-
racteristics of GLS are the relative delay times between images with different
angular positions. The delay times can be determined experimentally by consi-
dering correlations between the light curves of the different quasar images.
Refsdal [107, 108] was the first to point out that information on delay ti-
mes and angles between the source images can be used for an independent
determination of the Hubble constant H0. Indeed, the angular distances in the
lens equation and in the equation for the time delay involve the cosmological
parameters. In the very first paper Refsdal [107] considered the spherically
symmetric compact deflecting galaxy; in this case the galaxy mass can be
determined from observations along with H0. However, for a general GLS the
result of this determination depends on the model of mass distribution in the
lensing galaxy.

In a more general case, provided that mass distributions in lensing galaxies
were known, one can derive an estimate of cosmological parameters ΩΛ,ΩM .
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The main drawback of this method is that it is also model dependent [73, 74]
in view of the unknown distribution of DM mass. A statistical averaging over
a larger number of GLSs might improve this situation; nevertheless it would
be difficult to prove that the result does not involve systematic errors.

Extragalactic microlensing. The gravitational field of a lensing galaxy
in GLS is very inhomogeneous due to gravitational fields of stars on the line of
sight. This strongly affects the apparent brightness of a quasar image leading
sometimes to HAE [19, 20]. The brightness variations are independent in dif-
ferent images of multiply imaged quasars; therefore comparison of light curves
of different images allows one to distinguish them from proper brightness varia-
tions of the lensed quasar. Such effects due to the local inhomogeneities of the
gravitational field are known as “microlensing” ones (as distinct from macro-
lensing due to smoothed field of the lensing galaxy). Mosquera & Kochanek [94]
present estimates of characteristic microlensing parameters for a sample of 87
GLSs. In particular, the median source crossing time scale is ts ∼ 7 months; and
during 10 years roughly half the lenses will show features of the microlensing
activity [94].

Lensing on the Milky Way objects. The events with a considerable
brightness amplification of remote objects are possible in the Milky Way mi-
crolensing. When a foreground star passes near the line of sight to a remote
star, e.g., either in Magellanic Clouds or in the bulge of the Milky Way, the bri-
ghtness of the latter can increase several times. The probability of microlensing
of a single remote star is less than 10−6, so Paczynski [99] proposed an idea of si-
multaneous observations of a few million stars in the Magellanic Clouds. Soon
this idea became technically possible [2, 10, 13, 129] and three teams started
a hunt for microlensing events towards Magellanic Clouds and then towards
the Galactic bulge: OGLE (The Optical Gravitational Lensing Experiment;
http://ogle.astrouw.edu.pl/), EROS (Expérience pour la Recherche d’Objets
Sombres; http://eros.in2p3.fr/), MACHO (MAssive Compact Halo Object;
http://en.wikipedia.org/wiki/MACHO). Later a number of new teams joined
to these investigations. These studies yielded estimates of the microlensing opti-
cal depth in different directions and the mass fraction of compact objects in
different parts of the Galaxy, e.g., in the Galactic Halo. The latter is especially
important for DM investigations, because it is the Halo that seems to contain
the bulk of the Milky Way dark matter. Though thousands of microlensing
events have been detected in the course of monitoring in several directions, but
very small portion of these events can be associated with true MACHOs (i.e.,
Halo Objects). Moreover, the stars within the Magellanic Clouds themselves
seem to be microlenses, and the contribution of MACHOs to the Halo dark
matter is rather small [109]. This analysis has been confirmed by further
observations [124]. EROS found that the mass fraction of microlenses residing
in the Halo is less than 8 % and MACHOs of the stellar mass are ruled out as
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the primary occupants of the Milky Way Halo. In a quite recent study OGLE
team claims more definitely [142—144] that the Galactic invisible matter is not
made of compact objects in the mass range 10−7MSun < M < 5MSun. This
indicates that the Milky Way’s dark matter is unlikely to form compact objects
in the subsolar-mass range.

It is an important advantage of star-by-star microlensing that this process
typically deals with a stable source brightness, nearly isolated lenses (very
small optical depth) and simple behavior of the corresponding light curves.
Nevertheless, microlensing of quasars on a Galactic objects is also discussed
[136] having in mind that the proper brightness variations may be discrimi-
nated by taking into account the larger amplitude of HAE and the forms of
microlensing light curves in the multi-band photometry.

Though the Galactic events are not limited to the microlensing by single
stars. There is a lot of events of microlensing by binary star and by star with a
planetary system [135]. In case of binary systems we have a more complicated
structure of the amplification pattern; in particular, the caustic crossing events
are possible.

2.2. Approximate solutions of the lens equation
in the vicinity of the high amplification events
2.2.1. Basic equations and notations

Typically HAE occurs when the source passes near the sin-
gular point (caustic) of the lens mapping in the source plane or crosses this
point. Investigation of the lens mapping near singular points is an important
part of the HAE studies. It is well known that the only stable caustics of the
two-dimensional mapping are folds and cusps [101, 116]. The crossing of the
fold caustic is most probable (see, e.g., [43] in case of Q 2237 + 0305), though
the role of the cusps is also significant [116].

General notions of the gravitational lensing can be found e.g. in book [116].
We use the normalized lens equation in the form:

y = x−∇Φ(x), (2.1)

Φ(x) is the lens mapping potential; this equation relates every point x =
= (x1, x2) of the image plane to the point y = (y1, y2) of the source plane. In
the general case, there are several solutions X(i) (y) of the lens equation (2.1)
that represent images of one point source at y; we denote solution number with
the index in parentheses.

In case of no continuous matter on the line of sight the potential must be a
harmonic function ∆Φ = 0. Below we will assume that this condition is fulfilled
in the considered neighborhood of the critical point. We note however, if we
suppose that during HAE the continuous matter density is constant, the lens
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equation may be represented in the same form by a suitable renormalization
of the variables.

The amplification of a separate image of a point source is |J |−1, where
J(x) ≡ |D(y)/D(x)| is the Jacobian of the lens mapping. The critical curves of
the lens mapping (2.1) are defined by equation J (x) = 0; they are mapped onto
the caustics on the source plane. The stable critical points of two-dimensional
mapping may be folds and cusps only, the folds being more probable in HAE.
When a point source approaches the fold caustic from its convex side, two of
its images approach the critical curve and their amplification tends to infinity;
they disappear after the source crossing of the caustic. These two images are
called critical. In case of the cusp point there can be either three or one bright
images near the critical curve depending on location of the source inside or
outside of the caustic.

Below we outline general procedures that allow to find approximate soluti-
ons of the lens equation near folds and cusps, the main attention being paid to
the case of the folds. The standard consideration of the caustic crossing events
deals with the Taylor expansion of the potential near some point pcr of the
critical curve in the image plane. Let this point be the coordinate origin and
we suppose that (2.1) maps pcr onto the coordinate origin on the source plane.
We assume that the lens equation gives the coordinates of a point source as
analytic functions of its image coordinates measured from the critical point
pcr. The problem is to construct the inverse dependence of the image position
as functions of the source coordinates.

2.2.2. Approximate solutions
of the lens equation near the fold

The lens equation near a fold can be expanded in powers of
local coordinates; in the lowest order of this expansion the caustic is represented
by a straight line; so this approximation is often referred to as “the linear
caustic approximation”. In this approximation the point source flux amplifi-
cation depends on the distance to the caustic and contains two parameters
[116]. In most cases the linear caustic approximation is sufficient to treat the
observed light curves over the range of HAEs at modern accuracy of the flux
measurement. The need for a modification of this formula, e.g. by taking into
account the caustic curvature, is nevertheless being discussed for a long ti-
me [38, 100, 120]. One may hope that future improvement of the photometric
accuracy will make it possible to obtain additional parameters of the lens
mapping, which are connected to the mass distribution in the lensing galaxy.
At the same time, consideration of the “post-linear” terms is sometimes sensible
in order to explain even the presently available observational data [5, 6]. Note
also that the corrections to the amplification on a macro-lensing level were the
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subject of investigations in connection with the problem of “anomalous flux
ratios” [71].

We consider two different methods. The first one deals with analytical
expansions in powers of a small parameter, however it results in non-analytical
functions of coordinates leading to non-integrable terms in the amplification.
The second method does not lead to such problems though it uses a somewhat
more complicated representation of the solutions of the lens equation (contai-
ning roots of analytical functions). Both methods agree with each other in
a common domain of validity; moreover, we use the second method to justi-
fy some expressions in the amplification formulas in terms of distributions to
validate applications to the extended source models.

Lens mapping near the fold. We consider the folds in case of a
harmonic potential, that is in case of no continuous matter on the line of
sight. Nevertheless, we note that in a more general case we obtain analogous
results [3].

For the harmonic potential near the fold one can write (see, e.g., [116])

y1 = 2x1 + a
(
x21 − x22

)
+ 2bx1x2 + c

(
x31 − 3x1x

2
2

)
−

− d
(
x32 − 3x2x

2
1

)
+ gx42 + ...,

y2 = b
(
x21 − x22

)
− 2ax1x2 + d

(
x31 − 3x1x

2
2

)
+

+ c
(
x32 − 3x2x

2
1

)
+ fx42 + ...,

(2.2)

a, b, c, d, g, f are the expansion coefficients. If the y2 axis is directed toward
the convexity of the caustic, then b < 0 (at the fold points b ̸= 0).

First we shall use a regular procedure [6] in order to construct solutions
of Eqs. (2.2) with a desired accuracy. This procedure is useful to study the
light curve of the point source, which has a trajectory crossing the fold caustic
under some non-zero angle. For y2 > 0 we substitute

yi → t2ỹi; x1 → t2x̃1, x2 → tx̃2, (2.3)

where i = 1, 2 and t may be considered as a (small) parameter describing a
vicinity to the caustic. In fact for small yi and for an appropriate choice of t
we can work with ỹi = O(1), x̃i = O(1). This is a formal substitution that
makes easier operations with different orders of the expansion. On the other
hand for small yi the value t = 1 also may be considered as “small”; in this
case yi = ỹi. Therefore, in the other treatment, after performing calculations
we can put t = 1 and thus return to the initial variables.

Substitution of (2.3) into Eqs.(2.2) yields

ỹ1 = 2x̃1 − ax̃22 + tF (t, x̃1, x̃2), ỹ2 = −bx̃22 + tG(t, x̃1, x̃2), (2.4)
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where F,G are analytical functions of all their variables. However, it should
be emphasized that in fact we need finite orders of t for some approximation
order; therefore we always deal with polynomials of a finite order in powers of
t, ỹ1, ỹ2, x̃1, x̃2.

Direct expansion of a solution in powers of t. System (2.4) can be
considered for fixed ỹi and variable t, then the solution of (2.4) forms a curve
which is useful to study a local behavior of critical image trajectories [7]. In
this case t = 0 corresponds to a crossing of a caustic by a point source and
t2 may be considered as a time counted from the moment when two critical
images appear. The results of [7] show that the solutions of Eqs. (2.2) in terms
of x̃i can be represented as the expansions in powers of t. This can be seen
directly for y2 > 0, b < 0 if we rewrite (2.4) in the form ready for iterations

x̃1 =
1

2
[ỹ1 − aỹ2/b− tF1(t, x̃1, x̃2)],

x̃2 = ε {−ỹ2/b}1/2
[
1− 1

2
(t/ỹ2)G(t, x̃1, x̃2) + ...

]
,

(2.5)

F1 ≡ F−aG/b, where either ε = 1 or ε = −1 corresponding to different critical
images.

Therefore, from the very beginning we can look for the solutions in the
form

x̃1 = x̃10 + x̃11t+ ..., x̃2 = x̃20 + x̃21t+ ... . (2.6)

From zeroth iteration we have

x̃10 =
1

2

[
ỹ1 −

a

b
ỹ2

]
, x̃20 = ε

{
+
ỹ2
|b|

}1/2
. (2.7)

The first iteration yields

x̃1 = x̃10 −
t

2
F1(0, x̃10, x̃20), x̃2 = x̃20

[
1− t

ỹ2
G(0, x̃10, x̃20) + ...

]
,

whence we obtain x̃11, x̃21 and so on.
Evidently, for every step of the iterative procedure we obtain some

polynomials of t, but the dependence on ỹ2 > 0 is not analytical one. Moreover,
the higher orders of approximation involve higher orders of (ỹ2)−1 leading to
formally non-integrable terms in the amplification factor (see below). This is a
well-known phenomenon when we represent a non-analytical expression (e.g.,
square root) as formal asymptotic expansion in powers of some parameter 1.

Alternative representation of solutions. Now we aim to obtain the
other representation of the solution x = (x1, x2) as an explicit algebraic functi-
on of analytical expansions in powers of coordinates y = (y1, y2) of the source

1 For example, expansion in powers of t:
√
x+ t = x1/2 + t/(2x1/2)− t2/(8x3/2) + ... .
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plane. For this purpose we use a power reduction which allows to obtain a
simple approximate form of the lens equation on every step of the procedure.

The first equation of system (2.5) for sufficiently small t can be solved
iteratively with respect to x̃1 yielding a solution in the form

x̃1 =
1

2

(̃
y1 −

a

b
ỹ2

)
+ tF2(t, ỹ1, ỹ2, x̃2). (2.8)

In fact we need finite orders of approximations, so only finite number of
the iterations are involved. Then, after appropriate truncation, F2(t, ỹ1, ỹ2, x̃2)
becomes a finite order polynomial of all the arguments. Substitution of (2.8)
into the second equation of system (2.4) leads to one equation with respect to
one variable x̃2:

ỹ2 = −bx̃22 + tG1(t, ỹ1, ỹ2, x̃2) (2.9)

with (again after some truncation) a polynomial G1(t, x̃2) of t, x̃2.
Now we use the power reduction procedure so as to eliminate the terms

containing x̃m2 with m > 2 and to obtain a quadratic equation with respect to
x̃2. We put z = x̃22 and write the terms containing x̃2 as

(x̃2)
2k = zk, (x̃2)

2k+1 = x̃2z
k, k = 0, 1, 2, ... . (2.10)

Then in the r.h.s. of equation (2.9) we can write (b < 0!)

G1 = b ·
(
G

(1)
1 (z) + x̃2H

(1)
1 (z)

)
, G

(1)
1 (z) =

n∑
k=0

gkz
k, H

(1)
1 (z) =

n∑
k=0

hkz
k,

where to be specific we have truncated the order of the expansion by some
degree n, coefficients gk, hk are polynomial functions of t, ỹ1, ỹ2. Thus equation
(2.9) can be written as

z = z0 + tG
(1)
1 (z) + t x̃2H

(1)
1 (z), (2.11)

z0 = −ỹ2/b. Note that the right-hand side is a linear function of x̃2.
Now we solve equation (2.11) iteratively with respect to z, and every step of

the iteration procedure being combined with reduction (2.10) so as to exclude
powers of x̃2 larger than 1. In the order ∼ O(t) we have

z = z0 + tG
(1)
1 (z0) + t x̃2H

(1)
1 (z0). (2.12)

In the next order we must substitute (2.12) into the right-hand side of (2.11).
This will yield the higher orders of x̃2; these orders must be reduced making
use of substitution (10) and the result of previous iterations. Thus we again
have an equation analogous to (2.12) with a linear function of x̃2 in r.h.s. At
the end we obtain

z = z0 + tA(t, ỹ1, ỹ2) + t x̃2B(t, ỹ1, ỹ2)

with analytical functions A,B of their arguments.
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At last we return from z to x̃2 to obtain a quadratic equation

x̃22 − t x̃2B(t, ỹ1, ỹ2)− z0 − tA(t, ỹ1, ỹ2) = 0,

yielding a solution

x̃2 =
t

2
B(t,y) + ε

[
z0 + tA(t,y) +

1

4
t2B2(t,y)

]1/2
. (2.13)

The above approximation procedure can be fulfilled to yield approxi-
mate solutions with any degree of accuracy required. Note that in reality the
calculations up to the order ∼O(t2) involve a very limited number of coefficients
gk, hk after truncation of higher order terms in t on every step of approximati-
on. After derivation of x̃2 we find x̃1 owing to (2.8).

From these considerations it is easy to see that analytical structure of the
solutions of the lens Eqs. (2.2) near the fold is

x̃1 = p+ tεr
√
w, x̃2 = ts+ ε

√
w, ε = ±1, (2.14)

where p, r, w, s are analytical functions of t, ỹ1, ỹ2. This allows us to seek for
the solution in this form from the very beginning by substitution of (2.14) into
the initial equations. This will be considered in more detail in Section 2.2.4.

2.2.3. Lens mapping near the cusp

The coefficients of Taylor expansion in (2.2) depend on the
caustic point near which the expansion is performed. If this point is a cusp,
then b = 0 and the above approximation methods of Section 2.2.2 are no longer
valid. In this case the lens equation is

y1 = 2x1 + a
(
x21 − x22

)
+ c

(
x31 − 3x1x

2
2

)
− d

(
x32 − 3x2x

2
1

)
+ ...,

y2 = −2ax1x2 + d
(
x31 − 3x1x

2
2

)
+ c

(
x32 − 3x2x

2
1

)
+ fx42 + ... .

(2.15)

The lower order terms correspond to a familiar form of the lens equation
near the cusp as described in [116,118].

In order to perform a formal expansion we write, instead of (2.3),

y1 → t2ỹ1, y2 → t3ỹ2; x1 → t2x̃1, x2 → tx̃2.

Then the substitution into (2.15) yields, up to the first order terms in t,

ỹ1 = 2x̃1 − a x̃22 + t
(
−d x̃32 + ...

)
,

ỹ2 = −2a x̃1x̃2 + c x̃32 + t
(
f x̃42 − 3d x̃1x̃

2
2 + ...

)
.

(2.16)

A detailed analysis of properties of this lens mapping in zeroth approxi-
mation (with respect to t) was carried out in [41, 118]. First-order corrections
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in a general case when the matter density in a vicinity of the line of sight is
not zero were found in [25], see also [4].

The solution can be sought by using the expansion in powers of t. Here we
outline an alternative method using the power reduction like one described in
Section 2.2.2, which allows determining an analytical structure of the solutions.
First one must express x̃1 by means of the other variables; this can be done
iteratively using the first equation of system (2.16). Practically we need a finite
number of iterations. Then we apply a power reduction to eliminate terms x̃m2
with m > 3 so as to obtain a cubic equation for x̃2. We put

x̃3k2 = zk, x̃3k+1
2 = zkx̃2, x̃3k+2

2 = zkx̃22. (2.17)

On account of the second equation of system (2.16) after substitutions we
get an equation for x̃2 of the form

z = K0(y) +K1(y) x̃2 + t
{
L0(t,y, z)+

+L1(t,y, z) x̃2 + L2(t,y, z) x̃
2
2

}
. (2.18)

Using an iterative procedure combined with (2.17) this enables us to obtain z
as follows

z = K0(y) +K1(y) x̃2 + t
{
L̃0(t,y) + L̃1(t,y) x̃2 + L̃2(t,y) x̃

2
2

}
, (2.19)

where K0,K1, L̃0, L̃1, L̃2 are polynomial functions of t and y, the order of the
polynomials depending upon the order of the approximation required. Thus
we come to the cubic equation with respect to x̃2

x̃32 − tL̃2 x̃
2
2 − (K1 + tL̃1) x̃2 − (K0 + tL̃0) = 0. (2.20)

The roots can be obtained via the Cardano—Tartaglia formulas or the
Viete trigonometric solution. Depending on sign of the discriminant of this
equation there are either three real roots (inside the cusp), or one real root
(outside the cusp). The analytic properties of the solution are completely defi-
ned by the coefficients of (2.20), in particular for t → 0 they are defined by
K0 and K1. It is important that for a general cusp these coefficients are finite
order polynomials of t, ỹ1, ỹ2. This structure will be preserved for any order of
approximation leading to (2.20).

2.2.4. Amplification near the fold

Solutions of the lens equation. Further we deal with the
results concerning the folds that follow from Section 2.2.2. The result of the
expansions near the fold

x̃1 = x̃10 + x̃11t+ x̃12t
2, x̃2 = x̃20 + x̃21t+ x̃22t

2 (2.21)

95



CHAPTER 2. Qualitative problems in gravitational microlensing

as applied to the lens equation (2.2) in zeroth order is given by (2.7):

x̃10 =
1

2

[
ỹ1 −

a

b
ỹ2

]
, x̃20 = ε

[
ỹ2
|b|

]1/2
. (2.22)

The next orders are as follows

x̃11 = −ε

√
ỹ2
|b|

(
ac− aR2 + bd

)
ỹ2 + bR2ỹ1

2b2
,

x̃21 =
1

2

(
a2 − c

b2
ỹ2 −

a

b
ỹ1

)
,

(2.23)

where R2 = a2 + b2. The solutions up to this accuracy level have been obtai-
ned earlier in [7] and [71]. The contributions of this order are cancelled in
calculations of the total amplification of two critical images. Therefore to get
a nontrivial correction to zero order amplification we need the higher order
approximations.

The second order terms contain an expression, which is singular in ỹ2:

x̃12 =
1

4b4

(
3a5 + 5a3b2 + 2ab4 − 2b3d− 2b2g + 3ac2 − 6a3c+ 3bcd− 8a2bd+

+2abf
)
ỹ22 +

1

2b3

(
2a2c− b2c+ 3abd− 2a2R2 − b2R2

)
ỹ1ỹ2 +

aR2

4b2
ỹ21, (2.24)

x̃22 = ε

√
ỹ2
|b|

[
1

8b3
(
10a2c− 5c2 − 5a2R2 + 10abd− 4bf

)
ỹ2−

− 3

4b2
(
ac+ bd− aR2

)
ỹ1 −

R2

8b

ỹ21
ỹ2

]
. (2.25)

Now we proceed to second approach to construct approximate solutions
of the lens equation in a vicinity of folds, which is free from such singularities.
We look for two critical solutions (2.14) x̃1 = p + tεr

√
w, x̃2 = ts + ε

√
w

corresponding to different signs of ε = ±1. After substitution into the lens
equation we separate the terms containing integer and half-integer powers of
w, e.g.: ∑

n,m

an,m(p+ εtr
√
w)n(ts+ ε

√
w)m = A0 + εw1/2A1,

where A0, A1 are analytical in t, p, r, s, w. This yields a system of four
independent equations for the variables p, r, w, s; this system can be reduced
to a form convenient for iteration procedure [5]. It is important to note that
at every iteration step we obtain an approximate solution in the form of fini-
te order polynomials of t, ỹ1, ỹ2, as it was stated above. The solution of this
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system up to the terms ∼t2 is [5]

p = x̃10 + t2x̃12,

r = −R2ỹ1
2b

+
ỹ2
2b2

[
aR2 − (ac+ bd)

]
,

s = − a

2b
ỹ1 +

a2 − c

2b2
ỹ2, w = − ỹ2 + t2Z

b
,

Z = −R2

4b
ỹ21 +

3

2b 2

[
a(a2 − c) + b(ab− d)

]
ỹ1ỹ2−

− ỹ22
4b3

[
5a2(R2 − 2c) + 5c2 − 10abd+ 4bf

]
.

(2.26)

Total amplification of critical images of a point source near the
fold. The solutions of the lens equation are then used to derive the Jacobians
of the lens mapping (for both images near the critical curve). The value of J−1

yields the amplification of individual images. As we pointed out above, we need
the total amplification of two critical images (the sum of two amplifications
of the separate critical images). In the second order approximation (using the
expansion up to the terms t2) this is

Kcr =
1

2

Θ(y2)√
|b| y2

[
1 + Py2 +Qy1 −

κ

4

y21
y2

]
, (2.27)

where the constants P , Q, are expressed via the Taylor expansion coefficients
from equation (2.1), and

κ =
a2 + b2

2 |b|
;

Θ(y2) is the Heaviside step function. Note that κ is the caustic curvature at the
origin which enters explicitly into the amplification formula. Parameters P and
Q are independent; explicit formulae for them may be found in [5,6]. However,
this is not needed when we use equation (2.27) for fitting the observational data,
because these constants are whatever considered as free fitting parameters.

Formula (2.27) yields an effective approximation for the point source ampli-
fication near the coordinate origin provided that y2 > 0, and y2/y

2
1 is not too

small (see the term containing κ). For a fixed source position, this can be
satisfied always by an appropriate choice of the coordinate origin, so that the
source will be situated almost on a normal to the tangent to the caustic.

If the source is on the caustic tangent or in the region between the caustic
and the tangent, then formula (2.27) does not represent a good approximation
to the point source amplification. Nevertheless, in case of an extended source,
we will show that result (2.27) can be used to obtain approximations to the
amplification of this source even as it intersects the caustic. However, to do
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this, we need to redefine correctly the convolution of (2.27) with a brightness
distribution.

Dark matter on the line of sight. It is well known that the non-baryonic
dark matter (DM) dominates in galactic masses, though exact small-scale di-
stribution of DM is a subject of studies. Simulations show that a complicated
subhalo structure is possible [28]. In this connection it is interesting to study
how a variable DM density can affect the HAE characteristics.

Formulae (2.22)—(2.27) have been obtained under an assumption that
there is no continuous matter on the line of sight k = 0. It is easy to take
into account an effect of a non-zero constant density k = const ̸= 0 by means
of a rescaling of variables and change of coefficients in equations (2.2) [5].

For k ̸= 0 the lens potential in (2.1) satisfies equation ∆Φ = 2k (x). The
Taylor expansion analogous to (2.2) after substitution (2.3) takes on the form
in the second approximation:

ỹ1 = 2 (1− k0) x̃1 − a2x̃
2
2 + t

(
2b1x̃1x̃2 − dx̃32

)
+

+ t2
(
a1x̃

2
1 − 3c1x̃1x̃

2
2 + gx̃42

)
,

ỹ2 = −b2x̃
2
2 + t

(
−2a2x̃1x̃2 + c2x̃

3
2

)
+ t2

(
b1x̃

2
1 − 3dx̃1x̃

2
2 + fx̃42

)
.

(2.28)

Here k0 = k (0) is the matter density at the origin, and the coefficients of
expansion in (2.28) are expressed by means of derivatives of the lens potential
Φ. If k is constant, then a1 = a2 = a, b1 = b2 = b, c1 = c2 = c. Thus, system
(2.28) contains four additional parameters as compared to the previously studi-
ed case k (x) ≡ 0. The solutions of system (2.28) have been studied in [3]; they
are analogous to (2.22)—(2.25) and they have the same analytic structure. The
formula for the amplification also preserves its form (2.27); the difference is
only due to a change of explicit expressions for P , Q and κ in terms of new
Taylor coefficients, which anyway cannot be determined from observations for
realistic models of mass distributions. We however must make a reservation
that here we suppose that the Taylor expansion in the lens equation is possible
and it is effective (which presupposes that the continuous matter is sufficiently
smooth); therefore very inhomogeneous case of small objects with size ≪RE

is not involved in our consideration.

2.2.5. Resume of Section 2.2

The main results of this Section deal with solutions of the
lens equation in the caustic region, namely, near the folds and cusps. We
propose a general procedure of the power reduction that provides an approxi-
mate solution with a prescribed accuracy. Most attention is paid to the case
of the fold caustic. We outlined two methods that enable us to obtain the cri-
tical solutions of the gravitational lens equation near a fold with any desired
accuracy.
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In order to obtain nontrivial corrections to Kcr near the fold obtained in
the linear caustic approximation, the higher orders of the expansion of the
lens equation must be taken into account as compared to works [7, 71]. The
modified formula for Kcr contains 3 extra parameters in addition to those of the
linear caustic approximation. We point out that any presence of a continuous
(cf. dark) matter on the line of sight (with the same typical scales of Taylor
expansion) does not change analytical structure and the number of fitting
parameters in the formula for Kcr.

2.3. Amplification
of extended sources near the fold
2.3.1. Preliminary comments

In this section we proceed to applications of the previous
results to some extended source models typically used in fittings of the observed
light curves. Interest to HAE in extragalactic GLSs is due to possibilities
to study brightness distributions in sources. This is especially interesting in
connection with investigation of central regions of distant quasars. The idea,
first proposed by Grieger, Kayser and Refsdal [48], uses an approximate formula
of flux amplification during HAE, which contains a few fitting parameters. This
makes possible some estimations of certain GLS characteristics, in particular,
the source size [48]. For example, in case of the well known GLS Q 2237 + 0305
(Einstein Cross) several HAEs was observed [1, 130, 137] and the estimates of
the source size have been obtained within different source models [17, 120, 121,
139—141, 145].

A possibility do distinguish different source models is widely discussed
elsewhere. Typical problems arising in determination of the source brightness
distribution are as follows.

First, it is impossible to get complete information about the brightness di-
stribution from the light curve observations. Information from separate HAE
only, without making recourse to the whole light curve etc, is still more li-
mited. Observations provide only a one-dimensional luminosity profile of the
source (integrated along the caustic); then, without using additional informati-
on, we cannot determine even the source size because we do not know the value
and direction of the source velocity, ellipticity and orientation with respect
to the caustic.

Second, even for a circularly symmetric source and known normal velocity
with respect to the fold caustic, determination of the luminosity profile is a
kind of ill-posed mathematical problems: small variations of input data may
lead to considerable changes of the solution. A standard way to mitigate this
difficulty involves additional restrictions and/or using some simple “fiducial”
models for brightness distribution. Some of these models are considered below
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in this paper. However, it should be clearly understood that the real picture
of the central quasar region is more complicated that the simple brightness
distributions of the following section; these models can be considered rather
as reference ones. On the other hand, in view of the present-day accuracy
of observations, it is difficult to distinguish even these simple source models
on the basis of observational data. For example, the authors of [93] argue
that the accretion disk can be modeled with any brightness profile (Gaussi-
an, uniform, etc.), and this model will agree with the available data provi-
ded that an appropriate source size is chosen. On the other hand, a number
of authors [9, 17, 43, 44, 75, 93, 120, 121, 132] discussed delicate questions con-
cerning determination a fine quasar structure from HAE. For example, the
authors of [44] wrote that the GLITP data [1] on Q 2237 + 0305 admit only
accretion disc models (see also [9,43]). Obviously, the presence of an accretion
disk in a central region of quasar is beyond any doubts, as well as the fact that
the real appearance of the quasar core can be quite different from our simplifi-
ed models. However, is it possible to prove the existence of the accretion disk
in a concrete GLS a posteriori? This is an open question.

We note that since the work by Kochanek [75], followed by a number of
authors [9, 43, 93, 102—104, 132], statistical methods dealing with the comp-
lete light curves of the GLS images have been developed. This approach is
very attractive because it allows taking into account the whole aggregate of
observational data on image brightness variations yielding estimates of the mi-
crolens masses and source model parameters. However this treatment involves a
large number of realizations of the microlensing field and requires a considerable
computer time for such simulation. On the other hand, we must remember that
(i) the source structure manifests itself only in the HAEs; far from the caustics
the source looks like the point one and all the information about its structure is
being lost; (ii) in reality we have only one light curve, not a statistical ensemble,
so probabilistic estimates of GLS parameters obtained in statistical simulati-
ons can differ from the real values in a concrete GLS. If we restrict ourselves
to the HAE neighborhood, then part of the information is lost, but instead we
use the most general model of the microlensing field described by a small set
of coefficients in the lens mapping.

2.3.2. From a point source to extended one

After these reservations, we turn to the amplification of some
extended source models.

Let I(y) be a surface brightness distribution of an extended source. If the
source center is located at the point Y = (Y1, Y2) in the source plane, then the
total microlensed flux from the source is

F (Y) =

∫∫
I (y(x)−Y) dx1dx2, (2.29)
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x = (x1, x2); x →y(x) is the lens mapping. The result of using Eq. (2.29) ob-
viously is equivalent to the result of the well-known ray-tracing method [116]
(when the pixel sizes tend to zero).

An equivalent representation of this formula is

F (Y) =

∫∫
K(y)I (y −Y) dy1dy2, (2.30)

where the point source amplification K(y) =
∑

iKi(y) is the sum of ampli-
fications of all the images. We remind that in microlensing events separate
micro-images are not resolved in observations.

Near a caustic, one can approximate K(y) = K0+Kcr(y), where K0 is an
amplification of all noncritical images that is supposed to be constant during
HAE, and Kcr is the amplification of the critical images. Due to a relative
motion of the lensing galaxy and the source (quasar), the flux of some quasar
image in GLS is a function of time; this function is represented by the lightcurve
of this image.

Formula (2.27) for Kcr contains the nonintegrable term ∼Θ(y2)(y2)
−3/2.

Therefore, the question arises of how formula (2.27) can be used in situation
when the extended source intersects a caustic and some part of the source is
in the zone between the tangent and the caustic. In view of Subsections 2.2.2
and 2.2.4, it is evident that the mentioned term is a result of the asymptotic
expansion of the root

√
y2 + κy21t

2/2 + ... in the approximate solution (2.14).
Direct usage of the solution in the form (2.14) for calculation of the Jacobians of
the lens mapping and then for the derivation of amplifications does not lead to
any divergences and any nonintegrable terms in Kcr do not arise without using
this expansion. Nevertheless, it is convenient to have a representation of Kcr

in the form of expansion in powers of small parameter. Such an expansion can
be fulfilled correctly after substitution of Kcr into integral (2.30). On this way
starting from the form (2.14) it is easy to show that to define Kcr correctly, one
must replace the term Θ(y2)(y2)

−3/2 in (2.27) by the distribution (generalized
function) (y2)

−3/2
+ [42]. We recall that the distribution y

−3/2
+ of the variable y

is defined by the expression∫
y
−3/2
+ f(y)dy = 2

∞∫
0

y−1/2∂f(y)

∂y
dy

for any test function f(y).
After this redefinition, we have

Kcr =
Θ(y2)

2
√

|b| y2

[
1 + Py2 +Qy1

]
− κ

8
√

|b|
y21(y2)

−3/2
+ . (2.31)

This formula can be used to correctly derive an approximate amplification of a
sufficiently smooth extended source including the case where the source crosses
the caustic.

101



CHAPTER 2. Qualitative problems in gravitational microlensing

2.3.3. The extended source models

Gaussian and power-law models. Below we list most si-
mple and commonly used brightness distributions of a source in GLS; without
loss of generality they are chosen to be normalized to 1:∫∫

I(y) dy1dy2 = 1.

To compare different models of the brightness distribution we have to use the
same parameter that characterizes the size of an object. The r.m.s. size Rrms

is often used:
R2

rms =

∫∫
y2I(y) dy1dy2. (2.32)

However, for slowly decreasing brightness profile (e.g., I(y) ∼ |y|−α, α ≤
≤ 4) the r.m.s. size diverges. In case of the circularly symmetric sources the
half-brightness radius R1/2 is also widely used; it is defined by the relation:

2π

R1/2∫
0

I(r)r dr = π

∞∫
0

I(r)r dr. (2.33)

In case of Gaussian source model

IG(r) =
1

πR2
exp

[
−
( r

R

)2]
, (2.34)

where R stands for a size parameter; Rrms = R, R1/2 = R
√

ln(2).
Limb-darkening model (see, e.g., [30]):

ILD(r) =
q + 1

πR2
Ξ(r/R; q), (2.35)

where
Ξ(ξ; q) = Θ(1− ξ2)(1− ξ2)q,

and Rrms = R/
√
q + 2. Here we assume q > 0. The half-brightness radius

is R1/2 = R
√

1− (1/2)1/(q+1). For fixed Rrms and q → ∞, the brightness
distribution (2.35) tends to the Gaussian one.

The models (2.35) and (2.34) describe a class of compact sources with fast
brightness decrease. On the contrary, the power-law models [120, 121] descri-
be a slow decrease at large r:

IPL(r) =
p− 1

πR2

[
1 + r2/R2

]−p
, (2.36)

where p > 1 is the power index, and R is related to the r.m.s. radius Rrms

as R2 = (p− 2)R2
rms. The model (2.36) may be considered as an alter-

native to (2.35). The half-brightness radius of the source for this model is

102



2.3. Amplification of extended sources near the fold

R1/2 = R
√

21/(p−1) − 1. Like (2.35), for fixed Rrms and p → ∞, the brightness
distribution (2.36) tends to the Gaussian one. For small p we have a “long-ran-
ge” distribution; Rrms diverges for p ≤ 2.

Linear combinations of different distributions (2.34, 2.35, 2.36) with dif-
ferent parameters yield rather a wide class of symmetric source models to fit
any kind of data. On the other hand (2.34) may be considered as a fiducial
model to determine some parameters such as the source size and (2.35), (2.36)
are useful in case when in addition we are interested in investigation of a
brightness behavior at large r. More physical models are considered in the
next subsection.

Accretion disk models. The accretion disk (AD) of Shakura—Sunyaev
[119] has a more complicated profile. This model gives the energy density of the
radiation from accretion disk around a non-rotating black hole as a function
of radius whence the (normalized) brightness distribution is

IAD(r) =
3Rθ(r −R)

2πr3

[
1−

√
R

r

]
, (2.37)

here R being the radius of the inner edge of the accretion disk. For this AD
model the half-brightness radius is R1/2 = 4R, Rrms = ∞. This formula descri-
bes a total brightness integrated over all radiation frequencies. The maximum
brightness is at r = rm = 49R/36.

For a blackbody radiation the temperature scales as T ∼ I
1/4
AD, whence the

specific intensity as a function of radius ∼ λ−5(ehc/λT − 1)−1 for wavelength
λ (AD1)

IAD1(r) =
CAD1

R2

[
exp

(
κ1ρ

3/4

(1− ρ−1/2)1/4

)
− 1

]−1

θ(r −R), ρ = r/R, (2.38)

here CAD1 is a normalization factor. For the maximum disk temperature (at
r = rm), the peak value of intensity as a function of λ corresponds to κ1 = 2.422
and CAD1 = 9.61. Further we adopt this value of κ1 for which R1/2/R = 2.021.
Intensity (2.38) can be easily rewritten for any wavelength taking into account
that κ1 ∼ λ−1.

Though intensities (2.37), (2.38) are quite different, their light curves in
HAE can look very similar for an appropriate choice of parameters. The main
feature that distinguishes the accretion disk models from the Gaussian one is
the concavity of the light curve owing to the dark “hole” in the accretion disk
center. We shall return to this question in Section 2.3.5.
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2.3.4. Amplifications including the post-linear corrections

Gaussian source. Formula (2.31) has been used [5] to deri-
ve the amplification of a Gaussian source with the brightness distribution
(2.34), the limb-darkening source, and the power-law source (see the next
subsections).

Further, we use the dimensionless coordinates s = Y1/R, h = Y2/R of the
source center and the functions

Ik(h) =

∞∫
0

uk−1/2 exp
(
−u2 + 2uh

)
du =

=
1

2

∞∑
n=0

Γ
(
1
4 + k+n

2

)
n!

(2h)n. (2.39)

These functions can be expressed in terms of the confluent hypergeometric
function 1F1 or the parabolic cylinder function D:

Ik (h) = 2−(
k
2
+ 1

4)Γ

(
k +

1

2

)
e

h2

2 D−(k+ 1
2)

(
−
√
2 · h

)
. (2.40)

The substitution of (2.31) and (2.34) in (2.30) yields

KG(s, h) =
1

2
√

π|b|R

{
Φ0(h)+

+R
[
PΦ1(h)−

κ

2
Φ2(h) +QsΦ0(h)− κs2Φ2(h)

]}
. (2.41)

Here,
Φ0 (h) = I0 (h) exp

(
−h2

)
,

Φ1 (h) = I1 (h) exp
(
−h2

)
,

Φ2 (h) = [hI0 (h)− I1 (h)] exp
(
−h2

)
.

Note that the main term of (2.41) which corresponds to the linear caustic
approximation was first obtained in the paper [117].

Limb-darkening source. Analogous considerations allow us to obtain
formulas for the amplification of extended sources for the limb-darkening (2.35)
and power-law (2.36) brightness profiles; the results are represented analyti-
cally in terms of hypergeometric function 2F1 [11].

Denote

Xk,q (h) =
Γ (q + 2)

Γ
(
q + 3

2

) ∞∫
0

yk−
1
2 Ξ(y − h; q + 1/2) dy,
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k = 1, 2. We have

Xk,q(h) = 2q+
1
2 (1 + h)q+k+1Γ(q + 2)Γ(k + 1

2)

Γ(q + k + 2)
×

×2F1

(
−q − 1

2
, q +

3

2
; q + k + 2;

1 + h

2

)
for −1 < h < 1 and

Xk,q (h)
√
π (h+ 1)k−

1
2 2F1

(
q +

3

2
,
1

2
− k; 2q + 3;

2

h+ 1

)
for h > 1.

Also for k = −1 we define
X−1,q (h) = 4 (q + 1) (hX0,q−1 −X1,q−1).

Then in case of the model with limb darkening (2.35), the critical images
disappear when the source lies on the outer side of the caustic (i.e., for h < −1).
The amplification due to critical images takes on the form

KLD(s, h) =
1

2
√

π|b|R

{
X0,q(h) +R

[
PX1,q(h)−

− κ

8(q + 2)
X−1,q+1(h) +QsX0,q(h)−

κ

4
s2X−1,q(h)

]}
.

Power-law source. The result for the amplification involves integrals:

Ψk,p (h) =
Γ
(
p− 1

2

)
Γ (p− 1)

∞∫
0

yk−
1
2dy(

1 + (y − h)2
)p−1/2

=

=
Γ
(
p− 1

2

)
Γ (p− 1)

B

(
k +

1

2
, 2p− k − 3

2

)
(1 + h2)k/2+3/4−p×

× 2F1

(
k +

1

2
, 2p− k − 3

2
; p ;

1

2

(
1 +

h√
1 + h2

))
for k = 0, 1, B (x, y) being the Beta-function.

We extend this to k = −1 having in mind the definition of (y)−3/2
+ , so that

Ψ−1,p(h) = 4(p− 1)[hΨ0,p+1(h)−Ψ1,p+1(h)].

Now, the amplification due to critical images takes on the form

KPL(s, h) =
1

2
√

π|b|R

{
Ψ0,p(h) +R

[
PΨ1,p(h)−

− κ

8(p− 2)
Ψ−1,p−1(h) +QsΨ0,p(h)−

κ

4
s2Ψ−1,p(h)

]}
.

The zeroth approximation to this formula has been derived in [120].
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2.3.5. Simulations of microlensing
light curves with different source models

Parameters of simulations. Though we expect that a
source structure reveals itself just during HAEs, it is instructive to compare
whole light curves corresponding to different source models; this is fulfilled
below. Nevertheless we point out that below we mainly deal with an estimate
for ηm (see Eq. (2.44) below), which is just a characteristic of HAE. We assume
the lens equation

y = x−
N∑

n=1

R2
E,n

x− xn

|x− xn|2 + a2n
, (2.42)

which describes microlensing by N extended masses (clumps) in absence of any
external field; the surface mass density corresponding to (2.42) is

σ(x) =

N∑
n=1

f(an,Mn,x− xn), (2.43)

where the surface mass density of one clump is f(a,M,x) ∼ a2M(x2 + a2)−2;
here xn, an,Mn stand for the position, size and mass of n-th clump. In case of
point masses an = 0; however in simulations of the point mass microlensing
we have chosen some small positive values of an ≪ RE,n so as not to have
problems with singularities. In Section 2.4 we also consider the case of finite-
size extended masses.

Here we present results of straightforward calculations of a microlensed flux
according to equation (2.29) to obtain the light curves for different realizations
of the point microlenses positions. The parameters of numerical integration
are presented in Table 2.1 along with the parameters of the microlensing
field. The microlens positions were chosen in a random way with uniform
distribution over the field. The length of trajectory has been taken suffici-
ently long so as to provide the caustic crossings. However the trajectory
in the simulations was situated far from the field boundaries, and the size
of the field was chosen large enough to avoid boundary effects.

Table 2.1. Parameters of simulation

Parameter Value

Number of pixels 1.23× 106

Pixel size 0.01RE

Source trajectory length 2RE ; 5RE

Radius of field 70RE

Microlensing optical depth, σ 0.3
Source speed, V 1
Time discretization, δt 0.01RE/V

Here we compare the light
curves for Gaussian, PL, LD,
AD and AD1 source models
with brightness distributions
from Section 2.3.3. The si-
mulations were performed for
a set of 100 random realizati-
ons of microlensing field with
optical depth σ = 0.3 in order
to have possibility to compare
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Fig. 2.1. Magnification pattern with the trajectory of the source in the
source plane. The source moves from left to right along the straight line
with uniform speed

with some of the results of papers [26, 37, 115, 131]. All source models had
the same half-brightness radius, the light curves for all source models have been
calculated for the same microlensing fields. All the microlenses were static, the
total number of microlenses was 1470. The typical magnification pattern is
shown on Fig. 2.1; here the speed of source is V = 1 so we can identify the
source position as a function of time.

The simulations were carried out with half-brightness radius R1/2 = 0.21
for all models; the power-law index was p = 3/2 for the “long range” PL model;
note that AD model also corresponds to this class of the power-law asymptotic
dependence (with p = 3/2). For LD model we have chosen q = 1.

To compare the light curves for different source models 1 and 2 we used
the relative value

ηm = 2⟨max
t

{η(t)}⟩, η(t) =
|K1(t)−K2(t)|
K1(t) +K2(t)

, (2.44)

where Ki(t) is the amplification for i-th model along the trajectory of source
linear motion; ⟨...⟩ is an average over a number of realizations. Because we
expect that maximum difference of brightness on lightcurves for different source
models takes place during HAE, so ηm typically is a characteristic of HAE.

From the “light curves” on Fig. 2.2 we observe a significant difference
between the “compact” (LD and Gaussian) and the “long-range” models. The
long-range character of the latter reveals itself even on considerable distances
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Fig. 2.2. “Light curves”: amplification as a function of time for different
source models that correspond to magnification pattern of Fig. 2.1

from the caustics, where we expect that brightness of all the sources must
have the same behavior as that of a point source. The differences between
these two groups of models are essentially larger than the differences within
each group (e.g. between Gaussian and LD models). This conclusion is confi-
rmed by results of the statistical considerations over 100 realizations shown in
Table 2.2 for half-brightness radius R1/2 = 0.21 as the example.

We note that the results of comparison may depend on a complexity of
the caustics involved into our consideration. One can expect e.g. that in case
of complicated caustic crossing (such as crossing of the fold caustics in a vici-
nity of cusp, intersection of dense aggregations of caustics etc) the light curve

Table 2.2. Relative difference between the light curves in HAE

i-th model j-th model ηm

AD Gaussian 0.074± 0.0012
AD AD1 0.085± 0.002
AD LD 0.091± 0.002
AD PL 0.038± 0.001

Gaussian AD1 0.073± 0.0017
Gaussian LD 0.042± 0.001
Gaussian PL 0.073± 0.0013

AD1 LD 0.094± 0.002
AD1 PL 0.052± 0.0012
LD PL 0.090± 0.002
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Fig. 2.3. Magnification pattern with simple caustic crossing events

difference for different source models may be more significant. Previous our si-
mulations involved all possible realizations of the microlensing field that may
invoke the complicated caustic crossings. However, in case of a concrete GLS
we deal with a single light curve. One may ask: is it relevant to apply the
results of statistical simulations to this single light curve, where we may have
a kind of an observational selection. Therefore it is necessary to check how this
“complexity” affects the average value of η. In this connection we considered
some modification of our statistical procedure: we have chosen (“by eye”) such
realizations rather simple fold caustic crossings involved. However, the numeri-
cal results for simple caustic crossing events, such as shown as the example on
Fig. 2.3, appeared to be nearly the same as that of the Table 2.2. Though,
we must note that we had smaller number of the “simple” caustic realizations.
Additional simulations are needed to have better statistics.

Gaussian fittings of accretion disk and limb- darkening source
models. Table 2.2 concerns a comparison of different models with the same
R1/2. However, in reality we do not know what source we must fit and one
must check whether we can replace one model with a different one with some
other source parameters to get better fitting.

We have fitted the limb-darkening and accretion disk model light curves
with that of the Gaussian source of different radii. The half-brightness radius
of LD and AD models was fixed: R1/2 = 0.2RE (this choice was determined by
the AD1 model, see comments after formula (2.38)) and that of the Gaussian
source was varied to get better fitting; here p = 3/2 for PL model and q = 1 for
LD model. One example of the relative light curve differences η(T ) according
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Fig. 2.4. Relative differences η(t) between Gaussian and LD (q = 1),
AD1 models for the best fitted curves corresponding to magnification
pattern of Fig. 2.3

to (2.44) between LD, AD1 and the best fitted Gaussian models is shown in
Fig. 2.4. As we see from this figure, usage of an optimal size of the Gaussian
model can diminish ηm as compared to the estimate dealing with the same
R1/2 for all the models.

To test this statement statistically, we carried out simulations with 20
magnification patterns having the “simple” caustic crossing. We found, that
fitting of AD light curves by the Gaussian model (with different R1/2) yields
ηm = 0.07 ± 0.006; this is roughly the same as in Table 2.2. Fittings of LD
model light curves by the Gaussian model (with different R1/2) yielding ηm =
= 0.026 ± 0.002 (less then half of Table 2.2); in this case an improvement is
noticeable. Therefore, the Gaussian source cannot reproduce all the models,
though for some compact models the fitting results are rather good. Then in the
caustic crossing events different models may be distinguished on the accuracy
level of modern photometric observations.

2.3.6. Resume of Section 2.3

Here the formulas of Section 2.2 are applied to the Gaussian,
power-law and limb darkening models of an extended source. The analytical
formulas for these source models are obtained. We note that a fitting of the
light curve of GLS Q 2237 +0305C [5, 6] showed that some of these higher or-
der corrections can be statistically significant even at the present accuracy
level. This means that when we are looking for some fine effects in HAE due
to the source size, a consistent treatment must also take into account possible
effects of the above corrections.
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In case of the accretion disk models we have not succeeded to find compact
“workable” expressions for Kcr, so this case has been treated numerically to
compare possible observational differences of various source models.

Now we remind the main assumptions and the class of models used in
order to discuss the results of the subsection 2.3.5. The simulations use the
GLS parameters similar to that of Q 2237 + 030 [115, 138]. We consider the
equal mass microlenses; we do not consider any mass distributions and/or
populations of small (planetary) masses. Next, we consider most simple cir-
cular symmetric source models without effects of ellipticity etc. The results
of subsection 2.3.5 can be summed up as follows. There are special classes of
models: (i) accretion disk models having the dark region in the center and (ii)
source models with a slow decrease of the (“long-range”) brightness distribution
at large distances from the center. From our results we see that (i) and (ii)
show in HAEs a behavior which is different from that of the Gaussian and
the limb-darkening models on a relative accuracy level of ∼4÷7%. There is
then a possibility to distinguish such models on account of observations during
HAEs. Outside HAE the surface brightness profile typically has little effect on
microlensing (see [24, 93]).

We note that our conclusions involve concrete source models with a special
choice of parameters (source sizes, microlensing optical depth etc) and a consi-
derable work is to be fulfilled to obtain more general results. Also, our results
are of a statistical nature, so our average estimate of ηm may be different from
analogous one in a separate light curve observation.

Note that adding a sufficient number of microlenses having a small (e.g.,
planetary) masses (cf. [66, 87, 126, 138]) must produce an additional caustics
that in its turn can give rise to fine features of light curves during HAE. One
may expect that this can mimic features due to brightness distribution over
the source. This question deserves further investigation.

2.4. Astrometric gravitational microlensing
2.4.1. General remarks

Besides photometric observations of microlensed sources,
additional information about the source and lens structure may come from
astrometric effects. We say about the astrometric gravitational microlensing
when we deal with shifts and motions of the distant source images due to the
gravitational fields of foreground stellar-mass objects (stars, black holes, dark
matter substructures etc, either in the Milky Way or in the other galaxies).

Possibilities to detect an image motion of the remote source caused by
the gravitational field of the Milky Way stars have been discussed for a long
time [21, 59, 60, 78, 97]. The problem gained a new interest in connection with
investigations of massive compact halo objects [58, 92, 133], see also [14, 18, 31,
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45, 50—52, 125] and references therein; for the extended source and extended
lens effects see [81, 88, 152, 154]. The extragalactic topics are less studied [82,
110, 125, 155]. Nevertheless the microarcsecond accuracy level appears to be
sufficient to resolve the shape of a source image trajectory in extragalactic
GLS in microlensing events. The corresponding image shifts can achieve the
level of ∼10µas.

Astrometric measurements can provide valuable information about mass
distributions of microlenses, which can complement the photometric observati-
ons of GLS images [135]. Observations of trajectories of the remote source
images during the microlensing events, in addition to the photometric data,
would give us a possibility to estimate the foreground field parameters and
the optical depth of the continuous and discrete matter. This may be helpful
in connection with the dark matter (DM) problem; in particular, this can be
used to test the existence of the putative DM subhalos [34]. Though such posi-
tional effects are still beyond the accuracy of observations, the astrometric mi-
crolensing attracts a considerable attention during the last decade in connecti-
on with perspectives of spaceborn micro-arcsecond astrometry (the forthco-
ming Gaia mission, space based VLBI missions, optical Space Interferometry
Mission). It should be pointed out that, typically, the accuracy of astrometric
positioning is essentially higher than the image resolution. The other positi-
ve feature of astrometric microlensing events is the slow dependence on the
impact parameter (∼p−1) and, hence, there is a larger probability of observing
such events, once a required accuracy will be achieved.

There is a number of candidates for astrometric microlensing in our Galaxy
that can be detected in the near future [12, 105, 112]. On the other hand, the
unpredictable microlensing noise can spoil positions and proper motions of the
objects resulting from future astrometric missions on a sub-micro-arcsecond
level (e.g., [72]). The gravitational image motion due to microlensing effects
may be comparable to proper motion of quasars [70,111,113,149,157].

2.4.2. Extended source and extended lens

Further, dealing with trajectories of the microlensed source
images we mean the trajectory of the source image centroid (SIC), i.e. a wei-
ghted average over all elements of all the source images. The position of SIC
can be defined as

R(Y) =
1

F (Y)

∫∫
x I(y(x)−Y) dx1dx2, (2.45)

x = (x1, x2), y(x) is the lens mapping, Y = (Y1, Y2) is the center of the source
in the source plane; F (Y) is given by formula (2.29).

Having in mind that most of the astrometric microlensing effects are still
outside observational possibilities, for astrometric purposes it is quite reasonab-
le to confine ourselves to the most simple source brightness profiles described in
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Section 2.3.3. We only note that for the microlensing of a star the limb darkeni-
ng model is most appropriate, and structures of real extragalactic sources (e.g.
quasars) are more complicated.

In this subsection we consider microlensing by one mass in presence of an
external shear. This can be the case of microlensing of a remote source by a
small mass (planet) in presence of a background gravitational field of a star or
microlensing by a star in the field of a putative DM clump.

First we consider a weak microlensing system, i.e. the linear distance from
a microlensing mass to the line of sight is much larger than its Einstein radius.
In this case if a remote point source is microlensed by a foreground moving
point mass, the trajectory of the source image is approximately the circle in the
rest frame of the source [31,149]. In case of strong lensing HAE (linear distan-
ce from the microlens to the line of sight is of the order of the Einstein radius)
this circle will be distorted. In any case the point source image is “repulsed”
from the lensing point mass.

The trajectory qualitatively changes when the projection of the point mass
onto the source plane crosses the extended source. In this case the SIC motion
trajectory typically has a three-leaf form [88,154]. This has been first shown in
case of a source with uniform surface brightness [88] and in case of the Gaussian
source [154]. The reason for such behavior is that when the lens is projected
onto the internal part of the source, the “repulsion” of SIC is changed by its
“attraction” to the lens due to larger amplification near it. For a sufficiently
small values of impact parameter p of the lens with respect to the extended
source center, the SIC trajectory bends and passes through the source center
forming a self-intersection.

The external field effects, which are essential in extragalactic GLS, distort
considerably the trajectory of SIC [35,36, 155]. Below we present some simple
examples of microlensing of an extended Gaussian source in presence of an
external shear (Chang-Refsdal lens [20]). The configuration of the figures is
as follows: the left hand panels show the SIC trajectories; the right-hand ones
show corresponding dependencies of the amplification K(t) as functions of
time. The SIC trajectories are shown in the rest frame of the source; in the right
upper corner the source center trajectory is shown (schematically) with respect
to the caustic. We show in figures the impact parameter (p) and the shear (γ).

Fig. 2.5 shows the differences between the point-like source and the exten-
ded Gaussian one (2.34) in presence of an external shear. To compare astro-
metrical and photometrical effects for different source models we represent in
(Figs. 2.6—2.7) the SIC trajectories and light curves of the Gaussian source
and accretion disk (2.38) in band V, both with the same half-brightness radius
of 0.08RE . The last one, Fig. 2.8 shows the SIC trajectories in case of finite-size
microlensing masses. We note that the SIC trajectory depends on the source
trajectory and upon the source model more distinctly than the light curve.
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Fig. 2.5. Microlensing in the Chang—Refsdal lens for two different sources:
point-like one and Gaussian one (2.34) with r.m.s. radius R = 0.1RE

(see (2.32); this corresponds to the half-brightness radius (2.33) R1/2 ≈
≈ 0.08RE). The source center crosses two caustic folds, left panel shows
source image centroid trajectory, right one — the light curve

Fig. 2.6. Microlensing in the Chang—Refsdal lens: the source center passes
over the cusp of the caustic. Source models: Gauss (2.34) and AD1 (2.38)

The simplest situation is when the source track passes far from the caustic.
In this case the SIC trajectory is oval-like and light curve is continuous.
However, when the source center track is close to the caustic, even if it does
not cross it, the trajectory becomes much more complicated. In general, it
can be self-intersected several times. When point source crosses the caustic,
its SIC suffers a jump (Fig. 2.5). This is explained by the emergence or by di-
sappearance of pairs of images of infinite brightness, leading to sudden jumps of
the weighted average of positions of the source elements. Analytical expressions
for such jumps can be found in [36]. For an extended source, corresponding di-
scontinuities of the trajectory are smoothed out but may be quite noticeable.
When the small source passes near the cusp or crosses it, the total images
brightness increases dramatically, but no jump of image motion occurs because
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Fig. 2.7. Microlensing in the Chang—Refsdal lens with large convergence.
Source models: Gauss (2.34) and AD1 (2.38)

Fig. 2.8. Microlensing of the Gaussian source by the Zakharov & Sazhin
lens [148] of different lens sizes RL. The source size is 0.1RE

of the existence of one more image of infinite (in case of a point source) bright-
ness which does not disappear. This distinguishes the high amplification events
corresponding to the fold and cusp caustic crossings.

The effect of high optical depth of continuous matter is demonstrated in
Fig. 2.7 to show possible observational signals of continuous DM near the line
of the sight.

In papers [81, 148] astrometric and photometric effects of GLS with an
extended microlens were considered. The microlensing effect caused by a
compact body (for example, a star) must be distinguished from the eclipse-like
effect in case of a presence of quite dense but essentially continuous background
(cf. “subhalos”) of DM. Such “subhalos” are supposed to be extended clumps of
DM. The size of these clumps predicted by ΛCDM model is larger than typical
Einstein radius (see, e.g., Diemand et al. [29]). Such an object can manifest
itself in microlensing process acting together with another compact object. In
this case, smooth-shaped or even quasi-elliptical caustics can exist instead of,
or together with, cusped ones (Fig. 2.7). When the source crosses the fold of

115



CHAPTER 2. Qualitative problems in gravitational microlensing

the smooth caustic, two images of it disappear. As a result after some peak
of the image brightness there may be swift diminution. Thus DM can cause
the effect like “eclipse”, demonstrated on Fig. 2.7. In an opposite case, when a
subhalo has a finite size smaller than the Einstein radius, finite-size lens models
can be applied to describe the situation. As it was shown in [148], the finite-
size opaque lens can cause “ears” on the trajectory when one of the images
is obscured by the lens, and the convergence causes the trajectory disruption
when the source crosses caustic. In the light curve a finite lens size manifest
itself in the magnification jumps when the image enters in the lens shadow. In
case of an overcritical convergence the brightness decreases when the source is
inside the caustic.

In case of the other “toy-example” of microlensing by one subhalo of the size
a modelled by lens equation (2.42) with N = 1, the finite size of the subhalo
causes an apparition of the additional quasielliptical caustic. Meanwhile the
SIC trajectories do not differ principally from the point-lens situation. However,
there is also a dip on the lightcurve similar to that obtained in Zakharov &
Sazhin lens model [148].

The effect of the finite-size lens manifests itself in smoother way if the
source is extended. In this case it changes the SIC trajectory and the light
curve have no jumps or gaps. The most prominent effect on the light curve is
in the recession of the dip between two caustic crossings, i.e. when the source
is inside the caustic.

2.4.3. Statistics of weak astrometric microlensing

Correlation tensor of image shifts. In a general case of
a complicated microlensing system we need some statistical measure of image
motion; possible characteristic is proposed below.

Let δx describe a deviation of the point source image from unperturbed
position. In case of one microlens this value typically varies as r−1, where r is
a distance of the microlens from the line of sight. Because of this we expect
that in case of uniform distribution of many microlenses the usual correlation
function and ⟨δx2⟩ diverge, and so we prefer to deal with a correlation tensor
like that used in the turbulence theory [80]

Dij(τ) ≡ ⟨
(
δxi(t)− δxi(t− τ)

)(
δxj(t)− δxj(t− τ)

)
⟩. (2.46)

This tensor is symmetric and it has a diagonal form in a system where the
source moves along one of coordinate axes, e.g. along y1-axis. So a determi-
nation of Dij(τ) from observations may help to constrain a direction of the
source motion.

We shall illustrate calculation of Dij in case of weak astrometric microlensi-
ng by N clumps having a uniform distribution over the lens plane. The system
is described by the lens equation (2.42). We suppose that all the clumps are
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independent, and xn has a uniform distribution over the lens plane. To be
precise, we assume that the spatial distribution function for every xn is{

S−1, xn ∈ Ω,

0, xn /∈ Ω,
(2.47)

where S is the area of domain Ω. Further considerations deal with the limit of
Ω that will be blown up to cover the whole plane assuming

S(Ω)

N
= s(a,M) = const, N → ∞, (2.48)

where we take into account that the surface per one clump s(a,M) may be
different for clumps of different mass and size. Density f(a,M,x) ∼ |x|−4 goes
to zero sufficiently fast as x → ∞, so the clumps have a finite size and integral
M =

∫
d2x f(a,M,x) < ∞ is convergent. To save the space we do not consider

a distribution of parameters a,M assuming that these parameters are the same
for all the clumps. This means that in the general case the results below must
be averaged over possible a,M .

According to (2.42) in case of weak microlensing the shift of the point
source image is

δx =

N∑
n=1

R2
E,n

y − xn

|y − xn|2 + a2n
. (2.49)

For a straight line motion of a source we put y1 = vt, y2 = const. Then
we have a diagonal form of Dij with

D11(τ) =
R4

E

s

∫
d2x

[
x1,−

x21,− + x22 + a2
− x1,+

x21,+ + x22 + a2

]2
,

D22(τ) =
R4

E

s

∫
d2x

[
x2

x21,− + x22 + a2
− x2

x21,+ + x22 + a2

]2
,

x1,± = x1 ± yτ , yτ ≡ |v| τ/2.

Calculation of the integrals yields

D11(τ) =
πR4

E

s
F11(yτ/a), D22(τ) =

πR4
E

s
F22(yτ/a), (2.50)

where

F11(ξ) = η ln
1 + η

1− η
, F22(ξ) =

1

η
ln

1 + η

1− η
− 2, η ≡ ξ√

ξ2 + 1
.

Statistical effect of gravitational dragging of a distant source
image. In this section we consider statistical effects in the motion of the GLS
images due to the variable gravitational field of a large number of moving
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stars. Here we consider a rarefied collection of lensing masses, when a typi-
cal distances between the source and the microlens are much larger than the
corresponding Einstein radius. For brevity we call this “weak” microlensing;
this must be distinguished from the well-known extragalactic weak lensing, i.e.
image distortions caused by the cosmic shear. Unlike the previous sections here
we rule out strong microlensing events that are accompanied by considerable
brightness amplification.

In some situations it will be difficult to separate the gravitational image
motion (GIM) from the real proper motions, and this is important for accu-
racy of the fundamental reference frame based on extragalactic sources [72,
111, 113]. The gravitational field of moving point masses (which is essentia-
lly inhomogeneous) induces a stochastic motion of the source image in the
reference frame of the source. On the other hand, smoothly distributed masses
also induce a stochastic motion, but typical amplitude of the effect will be
weaker. Indeed, we cannot take into account positions of all stars [72]; we only
can work with their probability distribution leading to distribution of image
motions of a source [149, 157]. The situation could be further complicated in
presence of invisible DM clumps, if they exist on small scales.

In case of the point masses it is possible to estimate the probability distri-
bution P (u) of image motions u (i.e. angular velocities) of the distant source
image microlensed by collection of a randomly moving point masses [157]

P (u) =
u0

2π(u20 + u2)3/2
, (2.51)

where u0 is a characteristic value depending upon the transverse velocity of
point masses, their value and their spatial density. It should be noted that
the distribution (2.51) is obtained under the approximation of the weak mi-
crolensing [157], so that HAEs must be excluded.

The distribution (2.51) has a slowly decreasing tail yielding an infinite
estimate of velocity squared ⟨u2⟩. This tail is a formal consequence of pointness
of the microlenses that makes possible very high GIMs. In fact this case is not
covered by formula (2.51), which is valid for weak microlensing only. In case
of smooth DM concentrations such very high GIMs will be absent.

If a bulk motion of microlensing masses is present, the average ⟨u⟩ requires
a special consideration. It has been pointed out in [149, 157] that stochastic
GIM of an extragalactic source induced by stellar motions is accompanied with
a systematic component (not a statistical average) which depends upon bulk
velocity of microlensing stars, including stars that are far away from the line
of sight. The typical velocity of this component remains non-zero even for a
homogeneous distribution of microlensing masses which move in certain di-
rection (all masses have the same collective velocity component). This needs
some explanation because the average position of the unmoving source image
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(averaged over a very long time) must be unchanged and, evidently, the stati-
stical average of image velocity must be zero. However, when dealing with
the extragalactic reference frame, in reality we do not deal with a very large
observational time and/or with a sufficiently large number of sources to obtain
a statistical average. In this case, because the strong microlensing events yiel-
ding the fast image motions are very rare, they in practice are not observable
unless the number of simultaneously observed sources is of the order of milli-
ons or more. This is well known from theory and observations of MACHOs.
Then the statistical average over set of all events is not a good characteristic
of GIM; the most probable value of GIM (which is different from zero) would
be a better measure.

Otherwise, we can estimate probability for all necessary velocity intervals.
Detailed approach on this way, however, involves consideration of strong lensing
events with different extended source models. However, to have an order-of-
magnitude estimate, we can avoid calculations of probability distributions,
if we confine ourselves to the domain of weak microlensing events (“W ”, for
brevity) [149, 153]. Typical velocity which is a characteristic of such events
is a statistical average over the domain W , with HAE being excluded. Note
that these rare strong lensing events (“S”) essentially contribute to the usual
statistical average velocity ⟨u⟩W+S (i.e. average over all the space of events
S+W ). If we exclude S-events (this is easy to do in real observations because
of strong brightness amplification of a source), then we deal with “truncated”
average velocity ⟨u⟩W over W -events. This value is non-zero even in case of
a homogeneous distribution of microlenses having a collective velocity. It is
important to note that this value practically does not depend upon the exact
definition of S-domain (that is upon a value of minimal impact parameter
of microlensing masses with respect to the line of sight, which determines
events “S”).

Note that this “truncated” average would better correspond to realistic
observations when the typical velocity is estimated as an arithmetic mean over
all reference sources used in extragalactic International Celestial Reference
Frame (ICRF). In a near future the number of these sources will not exceed
thousand. Therefore in fact we deal with most probable dispositions of lensing
masses which typically do not produce the S-events: it is well known that
the probability of such events is of the order of 10−6 per year in the Milky
Way galaxy. Then in ICRF considerations it is reasonable to exclude such rare
events that would hardly occur during the century.

In case of microlensing of distant sources by Milky Way stars we may
neglect cosmological curvature. Evidently this does not contradict to assumpti-
on that the radiation source is at the infinity. Let unperturbed light ray moves
from the infinitely distant radiation source in negative direction of z-axis of
Cartesian coordinates {x, y, z}, the observer being at the origin. Let position

119



CHAPTER 2. Qualitative problems in gravitational microlensing

of microlensing point mass M be (r, z), where r = (x, y) is a two-dimensional
vector in the transverse plane; i.e. r = |r| is the impact distance of the
unperturbed ray with respect to the mass. In the case of weak microlensing
r ≫ (mz)1/2, m = GM/c2. Equations for the source image angular shift can be
found in [106, 111, 149]. Because of smallness of the effect it can be calculated
by taking a sum over contributions of all Milky Way stars.

We assume that a star at point (r, z) has velocity Vp = {vp(r, z), wp(r, z)},
wp is the velocity component parallel to the line of sight and vp represents the
transversal component. Then we consider sum over all stars, which must further
be averaged with the mass density ρ(r, z). This enables us [151,153] to obtain
an average GIM in domain W

⟨Utot⟩W =
G

c2

∫
dz

∫
d 2r ρ(r, z) U(r, z,Vp(r, z)), (2.52)

where we denote
U(r, z,Vp) = −2

{
1

r4
[
vpr

2 − 2r(r · vp)
]
×

×
[
1 +

z√
z2 + r2

+
zr2

2(z2 + r2)3/2

]
+

wpr− zvp/2

(z2 + r2)3/2

}
, (2.53)

and we suppose that ρ(r) vanishes outside a bounded domain, and this function
is sufficiently smooth so as we can use approximation of weak microlensing
inside the domain where ρ(r) ̸= 0.

Taking into account the explicit form (2.53) it is easy to see that a consi-
derable contribution may be due to stars at large impact distances from the
line of sight. Also one can show that the singularities in (2.52) for small r are
integrable and the integral is convergent. This allows us to avoid the question
about exact value of a lower limit of r in the definition of the domain W .
However, the domain S appears to be also important! To see this directly we
must compare GIM (2.52) with an average over all S+W events in case of the
same continuous mass distribution ρ = ρ(r, z, t). The shift of remote source
image in case of continuous mass distribution has been treated in [90]. These
shifts are of the order of 10−5 ÷ 10−6 radians; they are large but they cannot
be observed from the Solar system because they are almost unchanged. The
observable (at least in principle) value is the change of angular position with
time [151,153]:

U∗
tot ≡

dΨtot

dt
=

G

c2

∫
dz

∫
d 2r

∂ρ

∂t
Ψ̃(r, z), (2.54)

Ψ̃ = −2
r

r2

[
1 + z(z2 + r2)−1/2

]
, (2.55)

where Ψ̃ is a two dimensional vector describing the source image angular di-
splacement per unit point mass m. Formula (2.54) represents an average image
velocity over all S +W events:

U∗
tot = ⟨Utot⟩S+W .
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This average differs from (2.52). To compare (2.52) with (2.54) one must use
the continuity equation, avoid singular points at r = 0 in U∗

tot and apply the
Ostrogradsky—Gauss theorem [153].

The result is as follows U∗
tot = ⟨Utot⟩W +U(1), where the second term can

be written as

U(1) ≡ ⟨Utot⟩S+W − ⟨Utot⟩W = −4πG

c2

∞∫
0

dz ρ(z)V⊥(z), (2.56)

where ρ(z) stands for the density of microlensing masses along the line of
sight, V⊥ = vp(0, z) is the transverse velocity of microlenses (in radians per
second) on the line of sight. Evidently (2.56) differs from zero. For example, if
an observer at rest is situated in the center of Milky Way (stationary mass di-
stribution), we have U∗

tot = 0 (see Eq. (2.54)), but GIM does not equal to zero.
For an observer in the Solar system this effect yields a non-zero GIM value

leading to apparent rotation of extragalactic reference frame in the directi-
on of the Milky Way rotation [153]. For sources near the Galactic plane the
effect amounts about ≈10−8 arcseconds per year [153]. The effect will be even
smaller for sources with higher Galactic latitudes. Therefore, in principle (if
the corresponding accuracy be achieved!), the effect can be observed from the
Solar system.

2.4.4. Resume of Section 2.4

In this Section we review main points of astrometric micro-
lensing. We demonstrate effects due to a finite size of the source and extended
lens as well; a special attention is paid to effects that may serve as signals
of dark matter. Several examples of microlensing by one mass in presence of
an external shear are given. This can be the case of microlensing of a remote
source by a small mass (planet) in presence of a background gravitational field
of a star or microlensing by a star in the field of a putative DM clump.

Then we proceed to some statistical subjects of astrometric microlen-
sing. We introduced the correlation tensor as a statistical characteristic of a
stochastic image motion and applied this to a “toy” model of weak microlensing
by dark matter clumps.

We have shown that gravitational field of foreground stars induces an image
motion, which differs for a continuous and discrete mass density distribution.
In the latter case image performs random walks, as distinct from a regular
motion in case of continuous matter, plus some additional motion due to the
collective motion of the microlensing masses. This effect leads to apparent
rotation of extragalactic reference frame in the direction of the Milky Way
rotation. In principle, the effect can be observed, however it is far beyond
modern possibilities.
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The chemical elements we see in nature have two origins:
primordial and stellar. For a brief time in its early evolution
the Universe was a cosmic nuclear reactor. The expansion
and cooling of the Universe limited this epoch to the first
few minutes [127, 128]. During Big Bang Nucleosynthesis,
in the first ∼20 minutes of the evolution of the Universe,
the light nuclides, D, 3He, 4He, and 7Li were manufactured.
Since the baryon density at Big Bang Nucleosynthesis is
relatively low and the time-scale short, only reactions invol-
ving two-particle collisions occur. The absence of a stable
nuclide at mass-5 ensures that the primordial abundance
of 7Li is much smaller than that of the other light nucli-
des and the similar gap at mass-8 guarantees negligible
primordial abundances for any heavier nuclei. Stars jump
the mass-5 and -8 instability by having gravity compress
the matter to sufficient densities and have much longer ti-
mes available so that three-body collisions, 34He→ 12C, can
occur. The Big Bang Nucleosynthesis provides not only the
initial chemical composition of galaxies but also a key test
of the standard models of cosmology and the particle physi-
cs. For Big Bang Nucleosynthesis in the standard cosmology
(SBBN), there is only one adjustable parameter, the baryon
density parameter η10. For the more general Big Bang
Nucleosynthesis (BBN) case the relic abundances depend on
two adjustable parameters, the baryon density parameter
and the expansion rate parameter S (or, equivalently, the
“equivalent number of neutrinos” Nν) [127,128,130].
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The universal density of baryons can be quantified by the value η10 ≡
≡ 1010(nB/nγ), where nB is the number density of baryons (the only baryons
present at Big Bang Nucleosynthesis are nucleons, i.e. protons and neutrons),
nγ is the number density of cosmic background photons. It is convenient to
quantify to quantify the number density of baryons using a combination of
ΩB, the ratio of the baryon mass density to the critical mass density, and h,
the present value of the Hubble constant H0 measured in units of 100 km s−1

Mpc−1 [128],
η10 = 273.9ΩB h2.

In the standard model of cosmology, the expansion rate is described by the
Hubble parameter H [127,128]. In contrast to the standard model of cosmology,
there is a class of non-standard cosmological models in which the expansion
rate may differ from its standard model value. Deviations from the standard
model may be parameterised by an expansion rate parameter, S ≡ H ′/H.
Deviations from the standard model may be quantified equally well by the
“equivalent number of neutrinos”, ∆Nν ≡ Nν − 3. At the BBN

S2 = 1 + 0.163∆Nν .

It should be noted that ∆Nν ̸= 0 need not be the result of extra neutrino flavors
but could be due to other extensions of the standard models. In particular, ∆Nν

need not be an integer and need not be positive [128].
Thus, relic abundances of deuterium, DP , and helium, Yp, depend on two

adjustable parameters, η10 and S. Steigman with co-authors [51,121,128,129]
have identified extremely simple but quite accurate analytic fits over a limited
range in these variables (4 < η10 < 8, 0.8 < S < 1.1, corresponding to 0.8 <
< Nν < 4.3). These are [121,129]

DP ≡ 105(D/H)P = 2.64

[
6

η10 − 6(S − 1)

]1.6
,

YP = 0.2485 + 0.0016[(η10 − 6) + 100(S − 1)].

As can be seen, primordial abundance of deuterium depends largely on the
baryon density parameter, η10 (deuterium is a cosmological baryometer), while
that of 4He is sensitive to the early Universe expansion rate, S (4He is an early
Universe chronometer) [128].

The products of primordial nucleosynthesis, along with the cosmic mi-
crowave background photons, are relics from the early evolution of the Uni-
verse whose observations probe the standard model of cosmology [127,128,130].
The Wilkinson Microwave Anisotropy Probe (WMAP) aimed at understanding
cosmology through full-sky observations of the cosmic microwave background
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(CMB). The WMAP full-sky maps of the temperature and polarization ani-
sotropy in five frequency bands provide most accurate view to date of condi-
tions in the early Universe. The WMAP allows to derive parameters of the
cosmological models including the barion density, the cold dark matter density,
the dark energy density, and the Hubble parameter [24,52,53,57,126]. Larson
et al. (2011) derived the cosmological parameters inferred from the WMAP 7-
year data alone [57]. They found the barion density ΩB = 0.0449 ± 0.0028, the
cold dark matter density ΩDM = 0.222 ± 0.026, the dark energy density ΩDE =
= 0.734 ± 0.029, and the Hubble parameter H0 = 71.0 ± 2.5 km s−1 Mpc−1.
These values of ΩB and h ≡H0/100 results in η10 = 6.199 (see relations above).
Then the SBBN (with S = 1) predicts the primordial abundance of deuteri-
um DP ≡ 105(D/H)P = 2.505 and the primordial abundance of helium YP ≡
≡ 0.2488.

The comparison between the predicted and observed primordial abun-
dances of the light nuclides provides a key probe of the standard models
of cosmology and the particle physics (for recent review of these tests, see
[128, 131, 132]). Reliable measures of (D/H)P and YP are difficult to obtain,
however. As gas is cycled through stars, deuterium is destroed and no signi-
ficant amounts of D are synthesized in stellar nucleosynthesis [28]. Then the
post-BBN abundance of deuterium decreases along with the abundance of the
heavy elements. Pettini et al. (2008) have noted that the astrophysical envi-
ronments which seem most appropriate are the hydrogen-rich clouds absor-
bing the light of background QSOs at high redshift, but rare combination of:
(a) large neutral hydrogen column density; (b) low metallicity corresponding
to negligible astration of D; and (c) most importantly, low internal velocity di-
spersion of the absorbing atoms allowing the isotope shift of only 81.6 km s−1 to
be adequately resolved, are required for this observational test to succeed [82].
Thus, while the potential of this method was appreciated more than thirty
years ago, the number of trustworthy measurements of (D/H)P is still only
five or six. Pettini et al. (2008) have studied the most metal-poor damped Lyα
system known to date, at z = 2.61843, with an oxygen abundance only ∼1/250
of the solar value. They have concluded that the D/H measurements in damped
Lyα systems appear to converge to a mean value log(D/H)P = −4.55 ± 0.03
(DP = 2.82).

As gas is cycled through successive generations of stars, hydrogen is burned
to helium and beyond, with net effect being that the post-BBN abundance of
helium increases with the abundance of heavy elements. This contamination
of the relic helium abundance by stellar-produced helium is non-negligible. To
derive the primordial helium abundance from the observed helium abundances,
they should be corrected for such polution. The most favored approach is the
one pionered by Peimbert and Torres—Peimbert [77, 78] using observations of
extragalactic H II regions, especially in dwarf irregular and blue compact or
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H II galaxies with low metallicity. One plots a regression of helium against
oxygen (and sometimes also nitrogen) abundance and extrapolates to zero
oxygen (nitrogen) to get the primordial mass fraction YP . This method of
primordial helium abundance determination has been used by many authors
[33, 41, 42, 44, 47, 75, 79]. Recently, Peimbert et al. (2007) [79] have obtained
YP = 0.2477 ± 0.0029 and Izotov and Thuan (2010) [47] have found YP =
= 0.2565 ± 0.0010(stat.) ± 0.0050(syst.). It should be noted that the accuracy
in observationally-inferred primordial helium abundance YP needed to confirm
(or reject) the SBBN extends to the third decimal place.

Steigman (2010) has discussed the recent data and concluded that the
SBBN-predicted and observationally-inferred primordial abundances of D and
4He are in good agreement (within the errors) [132]. He noted however
that some challenges remain. For example, what are the sources (and the
magnitudes) of the systematic errors in observationally-inferred primordial
abundance of helium and, are there observing strategies to reduce them?

The use of a linear regression of helium against oxygen can be the over-
simplification and can be the source of the systematic error in observationally-
inferred primordial abundance of helium. Indeed, a prominent feature of the
Y —O/H diagram is that the helium abundance Y shows a large scatter at a
fixed value of the oxygen abundance (see Fig. 1 in Izotov and Thuan (2010)
[47]). A part of this scatter is due to uncertainties in the helium and oxygen
abundances. But another part is likely to be real and reflects a real dispersion
in the helium abundance at a given oxygen abundance. This fact must be
kept in mind when using the observations to infer the primordial abundance.
This scatter can suggest that the evolutionary tracks in the Y —O/H diagram
differ from galaxy to galaxy. If this is the case then the observational data
points must be fitted by a set of curves rather than by a single line. In order to
exclude the ambiguity in the interpretation of the Y –O/H diagram and provide
with the adequate determination of YP , the origin of the scatter in the helium
abundances in galaxies with a given oxygen abundance should be established.

A similar feature can be seen in the N/H—O/H diagram, i.e. the N/H–
O/H diagram (especially in its high-metallicity part) also shows a large scatter
in the nitrogen abundances in galaxies with a given oxygen abundance. Here
the oxygen and nitrogen abundances in late type galaxies at current epoch
and the evolution of the N/H and the O/H abundances with redshift and
galaxy stellar mass of galaxy are discussed. The origin of the scatter in the
nitrogen abundances in galaxies with a given oxygen abundance is considered.
The approach developed in the investigating of the N/H—O/H diagram can be
also applied to the study of the Y —O/H diagram.
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3.1. Introduction

The oxygen abundance is one of the fundamental characteris-
tics of a galaxy. Oxygen abundances are mandatory in investigations of dif-
ferent aspects of the formation and evolution of galaxies. Investigating the
macroscopic properties of galaxies that could drive their chemical evolution
is very important in understanding their global evolution, which has been the
goal of many studies over the past decades. It has been found, for example, that
the properties of H ii regions in late type galaxies are linked to macroscopic
characteristics of galaxies such as luminosity or Hubble type. Smith (1975)
concluded that excitation differences among the H ii regions of Sbc—Scd—Irr
galaxies can be best understood in terms of an abundance sequence which
progresses from higher to lower heavy-element enrichment as one progresses
from earlier to later type galaxies [124]. He also noted that his results show no
apparent correlation between the average heavy-element abundance and galaxy
mass. The correlation between oxygen abundance and the morphological type
of galaxy was later confirmed in [140,142].

Lequeux et al. (1979) revealed that the oxygen abundance correlates with
total galaxy mass for irregular galaxies, in the sense that the higher the total
mass, the higher the heavy element content [60]. Since the galaxy mass is a
poorly known parameter, the metallicity—luminosity relation instead of the
mass—metallicity relation is usually considered [39, 62, 72, 95, 111, 123, 139].
Garnett & Shields (1987) found that spiral disk abundance also correlates
very well with galaxy luminosity [34]. They concluded that the metallicity
of galaxies correlates better with galaxy luminosity than with morphological
type. Zaritsky et al. (1994) found that the characteristic gas-phase abundances
and luminosities of spiral galaxies are strongly correlated, and this relationship
maps almost directly onto the luminosity—metallicity relationship of irregular
galaxies [142].

The origin of this correlation is open to debate. It is widely suggested that
there are two mechanisms which can be responsible for a luminosity—metal-
licity relation for spirals and irregulars: higher astration level and decreasing
efficiency of heavy-element loss with increasing luminosity. The mass exchange
between a galaxy and its environment can alter the relation between oxygen
abundance and gas mass fraction; it mimics the variation in the oxygen yield.
To investigate the possibility of a varying yield, Edmunds and Vila-Costas have
suggested to use the “effective” oxygen yield, yeff , as the yield that would be
deduced if a system was assumed to behave as in the simple model of chemical
evolution [26, 140]. The variation of the value of the effective oxygen yield
from galaxy to galaxy can be considered as indicative of the efficiency of mass
exchange between galaxies and their environments. A similar approach, the
concept of the oxygen abundance deficiency in the galaxy which is introduced
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as a deficiency of the oxygen abundance observed in the galaxy in comparison
with the oxygen abundance predicted by the closed-box model for the same
gas mass fraction, has been used in [89,92,93].

In recent years, the number of good-quality spectra of emission-line galaxi-
es has increased dramatically due to the completion of several large spectral
surveys, and in particular of the Sloan Digital Sky Survey (SDSS) [141].
Measurements of emission lines in those spectra have been carried out for
abundance determinations and investigation of the luminosity—metallicity
relation. Thus, Melbourne & Salzer (2002) have considered the luminosity—
metallicity relation for 519 galaxies in the KPNO International Spectroscopic
Survey (KISS) [69], Lamareille et al. (2004) for 6387 galaxies in the 2dF Galaxy
Survey [54], Tremonti et al (2004) for about 53000 galaxies in the Sloan Digital
Sky Survey (SDSS) [136], Asari et al. (2007) for 82302 SDSS galaxies [3], and
Thuan et al. (2010) for around 84000 SDSS galaxies [133]. This opens also the
possibility of using the SDSS spectral base to study the evolution of O and N
abundances in galaxies in the redshift range z ≤ 0.4 (e.g. [133,136]).

Accurate abundance determinations are mandatory for such investigati-
ons. In H ii regions, they can be derived from measurements of temperature-
sensitive line ratios, such as [OIII]λλ4959,5007/[OIII]λ4363. Unfortunately, in
oxygen-rich H ii regions, the temperature-sensitive lines such as [OIII]λ4363
are often too weak to be detected. For such H ii regions, abundance indicators
based on more readily observable strong lines were suggested by Alloin et al.
(1979) [2] and Pagel et al. (1979) [74]. This approach has found widespread
acceptance and use. Many relations have been suggested to convert various
metallicity-sensitive emission-line combinations into metallicity or temperature
estimations (e.g. see the review in [27, 62]). The calibration relations express
the abundances (and electron temperatures) in terms of the fluxes in the
strong emission lines of O++, O+, N+, and S+. It should be stressed that
“strong lines—oxygen abundance” calibrations do not form an uniform fami-
ly. The oxygen abundances derived with these different calibrations are not
in good agreement, with differences amounting up to 0.7 dex [27, 62, 98].
In fact, there actually exist many different scales of oxygen abundances in
H ii regions. What metallicity scale is the correct one? There is strong evi-
dence in favor of the metallicity scale defined by the classic Te method, consi-
dered the most reliable one (see the discussion in [10,98]). Indeed, the oxygen
abundances derived with the Te method have been confirmed by high-precision
model-independent determinations of the interstellar oxygen abundance in
the solar vicinity, using high-resolution observations of the weak interstellar
O iλ1356 absorption line towards stars, and by recent determinations of stellar
abundances. A number of empirical calibration relations (derived using spectra
of H ii regions with well-measured electron temperatures as calibration data-
points) produce abundances which are in agreement with the abundance scale
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defined by the classic Te method [9,81,102,103,106,108,133]. Hence, only the
abundances determined via the Te method or through those calibrations are
considered here.

Here we have discussed the oxygen and nitrogen abundances at the present
epoch and the observed evolution (with redshift) over last ∼4.5 Gyr in late
type galaxies of different masses. In Section 2 the parameters of the radial
distributions (the extrapolated central intersect value and the gradient) of the
oxygen and nitrogen abundances in 54 nearby late type galaxies are considered.
The correlations between characteristic oxygen abundance and macroscopic
properties of galaxies are examined. In Section 3 the maximum attainable value
of oxygen abundance in spiral galaxies is considered. In Section 4 the evolution
of the oxygen and nitrogen abundances with redshift and galaxy stellar mass
of galaxy are investigated. In Section 5 the origin of the scatter in the nitrogen
abundances in galaxies with a given oxygen abundance is considered. Section
6 is a brief summary.

3.2. The chemical abundances in nearby galaxies
3.2.1. Central abundances and radial gradients

Relatively detailed studies of the chemical composition of the
interstellar medium of galaxies can be carried out by using the emission lines in
spectra of individual H ii regions in nearby galaxies. The oxygen abundance in
the interstellar gas is usually used as a tracer of metallicity in late type (spiral
and irregular) galaxies at the present epoch. We have carried out a compilation
of published spectra of H ii regions in late type galaxies [101]. Our list contains
more than 1000 individual spectra of H ii regions in 54 spiral and irregular
galaxies. Only the galaxies with available spectra for at least four H ii regions
were taken into consideration. Using these spectrophotometric data, the oxygen
and nitrogen abundances were derived for this sample of H ii regions through
the P method [91, 94].

In investigations of the relationships between the oxygen abundances and
the macroscopic properties of spiral galaxies, the concept of the characteristic
oxygen abundance has been introduced: it is defined as the oxygen abundance
in the disk at a predetermined galactocentric distance. Due to the presence
of radial abundance gradients in the disks of spiral galaxies, the choice of the
characteristic (or representative) value of the oxygen abundance in a galaxy is
not trivial. The value of the oxygen abundance at the B-band effective (half-
light) radius of the disk [34, 36], the value of the central oxygen abundance
extrapolated to zero radius from the radial abundance gradient [140], the
value of the oxygen abundance at r = 0.4R25, where R25 is the isophotal (or
photometric) radius [142], and the value of the oxygen abundance at one disk
scale length from the nucleus [35], have been used as the characteristic oxygen
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abundance in a galaxy. To estimate the characteristic oxygen abundance in spi-
ral galaxies, the radial distribution of oxygen abundances within the galaxies
should be established.

The radial oxygen abundance distribution in every galaxy is well fitted by
the following equation:

12 + log(O/H) = 12 + log(O/H)0 + CO/H × (R/R25), (3.1)

where 12 + log(O/H)0 is the extrapolated central oxygen abundance, CO/H

is the slope of the oxygen abundance gradient expressed in terms of dex/R25,
and R/R25 is the fractional radius (the galactocentric distance normalized to
the disk isophotal radius).

The derived radial distributions of the oxygen abundance in 12 galaxies
are presented in Fig. 3.1 (see [101] for more galaxies). The oxygen abundances
for individual H ii regions are shown by the filled circles. The linear best fits
(derived via the least squares method) to these points are presented by solid
lines. The galactocentric distances are normalized to the isophotal radius.

As in the case of the oxygen abundance, the radial nitrogen abundance
distribution in every galaxy is well fitted by the following equation:

12 + log(N/H) = 12 + log(N/H)0 + CN/H × (R/R25), (3.2)

and the radial distribution of the nitrogen to oxygen abundance ratios is well
fitted by the single equation of the type:

log(N/O) = log(N/O)0 + CN/O × (R/R25). (3.3)

The derived radial distributions of the nitrogen abundances and nitrogen-to-
oxygen abundance ratios in 12 galaxies are also shown in Fig. 3.1. The nitrogen
abundances for individual H ii regions are shown by the open squares. The
linear best fits to these points are presented by dashed lines. The nitrogen-
to-oxygen abundance ratios for individual H ii regions are shown by the open
circles. The linear best fits to these points are presented by solid lines.

For the majority of galaxies, all the H ii regions with available oxygen and
nitrogen emission line measurements were used in the analysis of the abundance
gradients. For a few galaxies, however, some H ii regions were rejected for the
following reason. The adopted relationship between oxygen abundance and
strong line intensities (P method) is double-valued with two distincts parts
usually known as the “lower” and “upper” branches of the R23–O/H relati-
onship. Thus, one has to know apriori on which of the two branches the H ii
region lies. The adopted expression for the oxygen abundance determination in
H ii regions is valid only for H ii regions which belong to the upper branch, with
12 + log(O/H) higher than ∼8.2. It has been known for a long time [118,124]
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Fig. 3.1. Oxygen and nitrogen abundances, and nitrogen-to-oxygen abundance ratios versus
galactocentric distance for late type galaxies. The oxygen abundances are shown by fi-
lled circles, the linear least-squares fits to these data are presented by solid lines. The ni-
trogen abundances are shown by open squares, the linear least-squares fits to these data are
presented by dashed lines. The nitrogen-to-oxygen abundance ratios are shown by open ci-
rcles, the linear least-squares fits to these data are presented by solid lines. The galactocentric
distances are normalized to the isophotal radius
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that disks of spiral galaxies show radial oxygen abundance gradients, in the
sense that the oxygen abundance is higher in the central part of the disk and
decreases with galactocentric distance. We thus start from the H ii regions in
the central part of disks and move outward until the radius R∗ where the oxygen
abundance decreases to 12 + log(O/H) ∼ 8.2. It should be noted that it is diffi-
cult to establish the exact value of R∗ due to the scatter in oxygen abundance
values at any fixed radius. An unjustified use of the adopted relation in the
determination of the oxygen abundance in low-metallicity H ii regions beyond
R∗ would result in overestimated oxygen abundances, and would produce a
false bend in the slope of abundance gradients [97]. Therefore, H ii regions
with galactocentric distances larger than R∗, those with 12 + log(O/H) less
than 8.2 were rejected.

The credibility of the radial oxygen abundance gradients (as well as
gradients of the nitrogen abundance and gradients of the nitrogen-to-oxygen
abundance ratios) is defined not only by the large number of H ii regions and
their small dispersion but also by the distribution of these H ii regions along the
galactic radius. For example, the six H ii regions in the galaxy NGC 4651 give a
much more reliable value of abundance gradients than the 8 H ii regions in the
galaxy NGC 4725. The estimated values of the radial oxygen abundance gradi-
ent in galaxies NGC 1068, NGC 1637, NGC 2841, NGC 3521, NGC 4571, NGC
4713, NGC 4725, NGC 5033, and NGC 5055 are not beyond question [101].

3.2.2. Characteristic oxygen abundance
in spirals as a function of MB, Vrot, and Hubble type

As was noted above, in investigations of the relationships
between the oxygen abundances and the macroscopic properties of spi-
ral galaxies, the concept of the characteristic oxygen abundance has been
introduced: it is defined as the oxygen abundance in the disk at a predetermi-
ned galactocentric distance. Following [142], the value of the oxygen abundance
at r = 0.4R25 will be used here as the characteristic oxygen abundance in a
galaxy.

The characteristic oxygen abundance in spiral galaxies as a function of
absolute blue magnitude MB is shown in Fig. 3.2. The solid line is the
characteristic oxygen abundance—luminosity relationship (linear best fit deri-
ved through the least squares method):

12 + log(O/H) = 6.93 (±0.37)− 0.079 (±0.018)MB. (3.4)

The dashed lines correspond to this relation shifted by –0.2 dex and +0.2
dex. Fig. 3.2 clearly demonstrates that there is a correlation between the
characteristic oxygen abundance of a galaxy and its blue luminosity. The bulk
of the galaxies lies within the band defined by the dashed lines (±0.2 dex
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Fig. 3.2. The characteristic oxygen abundance as a function of absolute blue magnitude MB

for sample of spiral galaxies from [101]. The solid line is the derived O/H—MB relationship.
The dashed lines correspond to the lines shifted by ±0.2 dex along the vertical axes relati-
vely to the O/H—MB relationship. The dotted line is the O/H—MB relationship for our
sample of irregular galaxies extrapolated to the luminosity range of spiral galaxies. The line
presented by the plus signs is the extrapolated O/H—MB relationship for irregular galaxies
from [111]

around the best fit). The dotted line in Fig. 3.2 is the luminosity—metallicity
relathionship for irregular galaxies (see below) extrapolated to the luminosity
range of spiral galaxies. The line presented in Fig. 3.2 by the plus signs is the
extrapolated O/H—MB relationship for irregular galaxies derived by Richer
& McCall (1995). Inspection of Fig. 3.2 shows that the slope of the derived
luminosity—metallicity relationship for spiral galaxies is lower than the one for
irregular galaxies.

We have carried out a search in the literature for measurements of ro-
tation velocities for our sample of spiral galaxies [101]. Unfortunately, a
measurement of the rotation velocity is not available for 7 galaxies of our
sample. On the contrary, there are two or more measurements of rotation veloci-
ties for a number of galaxies. The more recent value (or a mean value if the
measurements are close to each other) is taken for these galaxies. The adopted
values of the rotation velocity for the galaxies and corresponding references are
listed in [101].

The characteristic oxygen abundance in spiral galaxies as a function of
rotation velocity Vrot is shown in Fig. 3.3. The solid line is the oxygen
abundance — rotation velocity relationship (linear best fit)

12 + log(O/H) = 8.18 (±0.06) + 0.00179 (±0.00031)Vrot. (3.5)

The dotted lines correspond to this relation shifted by –0.2 dex and +0.2 dex.
Fig. 3.3 shows that the characteristic oxygen abundance of a galaxy correlates
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Fig. 3.3. The characteristic oxygen abundance as a function of rotation
velocity for sample of spiral galaxies from [101]. The solid line is the O/H—
Vrot relationship, the dashed lines correspond to the lines shifted by ±0.2
dex relatively to the O/H—Vrot relationship

Fig. 3.4. The characteristic oxygen abundance as a function of Hubble
type, expressed in the terms of T type, for sample of spiral galaxies
from [101]. The solid line is the O/H—T relationship derived through the
least squares method. The dashed lines correspond to the lines shifted by
–0.2 dex and +0.2 dex relatively to the derived O/H—T relationship

with its rotation velocity. The deviation of an individual galaxy from the
general trend is usually less than 0.2 dex. The mean value of the scatter in
the characteristic oxygen abundances at a given rotation velocity is 0.12 dex
for 46 points.

The characteristic oxygen abundance in spiral galaxies as a function of
morphological type, expressed in terms of T type, is shown in Fig. 3.4. The
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solid line is the characteristic oxygen abundance—T relationship (best fit)

12 + log(O/H) = 8.81 (±0.06)− 0.059 (±0.011)T. (3.6)

The dotted lines correspond to this relation shifted by –0.2 dex and +0.2 dex.
Fig. 3.4 shows that the characteristic oxygen abundance of a galaxy correlates
with its morphological type. The deviation of an individual galaxy from the
general trend usually does not exceed the value ±0.2 dex, as in the cases of the
O/H—MB and the O/H—Vrot diagrams. The mean value of the scatter in the
characteristic oxygen abundances at a given morphological type is 0.13 dex for
53 points.

One can see that the characteristic oxygen abundance correlates well with
both the absolute blue luminosity, the rotational velocity, and the morphologi-
cal type; the correlation with the rotation velocity perhaps being slightly
tighter.

3.2.3. Comparison between O/H—MB

relationships for spiral and irregular galaxies

Zaritsky et al. (1994) found that the characteristic gas-phase
oxygen abundance—luminosity relation of spiral galaxies extends almost di-
rectly to the luminosity—metallicity relationship of irregular galaxies [142].
Melbourne and Salzer (2002) [69] and Lamareille et al. (2004) [54] found that
the slope of the oxygen abundance—luminosity relationship for high-luminosity
galaxies is steeper than when dwarf galaxies are considered alone and may
be evidence that the relationship is not linear over the full luminosity range.
Garnett (2002) concluded that the metallicity—luminosity correlation shows
a roughly uniform growth in the average present-day O/H abundance over
11 mag in absolute blue magnitude MB [36]. Let us compare the derived
metallicity—luminosity relationship for spiral galaxies with that for irregular
galaxies.

The irregular galaxies were selected from the samples in [95, 111]. The
luminosities, oxygen abundances and the values of the rotation velocity for
irregular galaxies are taken from these studies.

The characteristic oxygen abundances in spiral and irregular galaxies are
plotted versus absolute blue magnitude MB in Fig. 3.5. The filled circles in
Fig. 3.5 are spiral galaxies, and the solid line is the O/H—MB relationship
for spiral galaxies, Eq. (3.4). The open squares in Fig. 3.5 are irregular galaxi-
es. The dashed line is the O/H—MB relationship (best fit) for our sample of
irregular galaxies

12 + log(O/H) = 5.80 (±0.17)− 0.139 (±0.011)MB. (3.7)

The dotted line is the O/H—MB relationship for irregular galaxies

12 + log(O/H) = 5.59 (±0.54)− 0.153 (±0.025)MB, (3.8)
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Fig. 3.5. The characteristic oxygen abundance as a function of absolute blue magnitude
MB for sample of spiral galaxies from [101] (the filled circles). The solid line is the best
(linear least-squares) fit to these data. The open squares are oxygen abundances in irregular
galaxies, the dashed line is the metallicity—luminosity relationship for irregular galaxies. The
dotted line is the O/H—MB relationship for irregular galaxies from [59]. The relationship for
irregular galaxies from [111] is presented by the plus signs

derived by Lee et al. (2003) [59]. The O/H—MB relationship for irregular
galaxies

12 + log(O/H) = 5.67 (±0.48)− 0.147 (±0.029)MB, (3.9)

derived by Richer and McCall (1995) [111] is presented by the plus signs.
Inspection of Fig. 3.5 (as well as the comparison between Eq. (3.7), Eq. (3.8),
and Eq. (3.9)) shows that the O/H—MB relationship for our sample of irregular
galaxies agrees, within the uncertainties, with that from [59] and from [111].
Fig. 3.5 shows a familiar oxygen abundance — luminosity correlation for late
type galaxies, an increase in metallicity with luminosity over the full range
of absolute blue magnitude, MB from ∼−22 to ∼−11. Comparison between
Eq. (3.4) and Eq. (3.7) shows that the O/H — MB relationships for spiral and
irregular galaxies have slightly different slopes.

Fig. 3.6 shows the oxygen abundance in spiral (filled circles) and irregular
(open squares) galaxies as a function of rotation velocity Vrot. The most promi-
nent feature is the bend in the O/H—Vrot relation. Garnett (2002) also found
that the correlation between O/H and Vrot does not increase steadily but rather
turns over for rotation speeds greater than 125 km s−1 [36]. It is worth noting
that the presence of the bend in the O/H—Vrot relation does not necessary
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3.2.The chemical abundances in nearby galaxies

Fig. 3.6. The characteristic oxygen abundance as a function of rotation
velocity Vrot for sample of spiral galaxies from [101] (the filled circles).
The solid line is the best (linear least-squares) fit to these data. The open
squares are oxygen abundances in irregular galaxies, the dashed line is the
linear least-squares fit to these data

imply the existence of a bend in the O/H—MB trend. The correlation between
MB and Vrot is not linear but rather shows a bend. This bend in the O/H—
Vrot trend would thus occur even if the increase in oxygen abundance with
luminosity can be described by a single linear function over the full magnitude
range.

3.2.4. The gas mass fractions

The gas fraction µ in a galaxy is estimated using the follo-
wing standard relation:

µ =
MHI

+MH2

MHI
+MH2 + k LB

, (3.10)

where MHI
is the mass of atomic hydrogen in the galaxy, MH2 is the mass

of molecular hydrogen in the galaxy (both MHI
and MH2 are corrected for

the helium and heavy element contribution), LB is the blue luminosity of the
galaxy, and k is the mass-to-luminosity ratio. The mass of atomic hydrogen
is derived in a standard way using the measured H i flux taken from li-
terature and the adopted distance. If the mass of atomic hydrogen instead
of the H i flux measurement is reported in literature, this value is rescaled
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to the adopted distance. The atomic hydrogen masses expressed in terms
of MHI

/LB and corresponding references to the H i flux measurements are
listed in [101].

The mass of molecular hydrogen can only be estimated with indirect me-
thods. The commonly accepted method is the use of the CO line flux and
X conversion factor between the flux in the CO line and the amount of
molecular hydrogen. The conversion factor X = NH2)/I(CO) strongly de-
pends on the physical properties of the interstellar medium which are known
to vary from galaxy to galaxy. The best-estimated values of the conversi-
on factor for a sample of well-studied nearby galaxies span the range 0.6 ≤
≤ X ≤ 10 × 1020 mol cm−2(K km s−1)−1 [6]. The high values of the conversi-
on factor correspond to low-luminosity irregular galaxies, and the low values
of the conversion factor are found in spiral galaxies. Then the value of X =
= 1×1020 mol cm−2(Kkm s−1)−1 (including helium and heavy elements contri-
bution) is adopted here for spiral galaxies. The molecular gas content is derived
with this conversion factor using the measured CO flux from literature and di-
stance. If the mass of molecular hydrogen instead of the CO flux measurement
is reported in the literature, this value is rescaled to the adopted distance and
adopted conversion factor. The molecular hydrogen masses expressed in terms
of MH2/LB and corresponding references to the CO flux measurements are
given in [101].

The mass of the stellar component of the galaxy is estimated by converting
the measured luminosity to mass via the mass-to-luminosity ratio. It is difficult
to get a reliable estimation of the mass-to-luminosity ratio for individual galaxi-
es. The µ and µ — dependent values will be used here only for examination
of the general trends of these values with luminosity but not for examinati-
on of individual galaxies. A similar investigation was carried out by Garnett
(2002) [36]. He considered the impact of the choice of the mass-to-luminosity
ratio on the trends by comparing the trends derived with the color-based mass-
to-luminosity ratio and constant mass-to-luminosity ratio. Garnett has found
that the trends are fairly robust against the choice of mass-to-luminosity ratio.
Based on this conclusion, a constant value of the mass-to-luminosity ratio
k = 1.5 is adopted here for all spiral galaxies, and k = 1 is adopted for all
irregular galaxies.

Unfortunately, for several spiral galaxies on the list no measurement of the
CO flux is available. For these galaxies, the gas mass fraction is based on the
atomic hydrogen mass only and is a lower limit. Taking into account that the
average value is MH2/MHI

= 0.14 [6], one can hope that the use of a lower
limit instead of the estimated value of gas fraction for several galaxies is quite
acceptable.

The values of the gas mass fraction in the irregular galaxies were esti-
mated taking into account the atomic hydrogen mass only since the molecular
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3.2.The chemical abundances in nearby galaxies

Fig. 3.7. Gas mass fraction as a function of the absolute blue magnitude
MB. The filled circles are spiral galaxies, the open squares are irregular
galaxies. The solid line is the µ—MB relationship for spiral galaxies, the
dashed line is the µ—MB relationship for irregular galaxies

hydrogen in dwarf irregular galaxies is only a small fraction of the total gas
mass. The H i fluxes were taken mainly from [48].

The gas mass fraction in spiral galaxies as a function of absolute blue
magnitude MB is shown by the filled circles in Fig. 3.7. The solid line is the
gas mass fraction — luminosity relationship (best fit determined via the least
squares method) for spiral galaxies

µ = 1.264 (±0.220) + 0.0522 (±0.0109)MB. (3.11)

The open squares in Fig. 7 are irregular galaxies. The dashed line is the gas
fraction — luminosity relationship (best fit) for irregular galaxies

µ = 1.289 (±0.198) + 0.0542 (±0.0134)MB. (3.12)

Comparison between Eq. (3.11) and Eq. (3.12) shows that the µ—MB relati-
onship for spiral galaxies coincides remarkably well with the µ—MB relati-
onship for irregular galaxies. It can also be seen in Fig. 3.7 that the gas mass
fraction—luminosity relation for spiral galaxies is a direct continuation of the
gas mass fraction — luminosity relationship for irregular galaxies.

Thus, the characteristic (or representative) oxygen abundance in late type
galaxies correlates with its luminosity, rotation velocity, and morphological
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type. The gas mass fraction (or astration level) in late type galaxies is also
a function of absolute blue magnitude MB. One can consider these facts as
evidence in favor of that the decreasing gas mass fraction with increasing lumi-
nosity can be responsible for a luminosity—metallicity relation for spirals and
irregulars or at least these facts play an important role in the origin of this
relationship. It should be noted however that the scatter in each diagram is
rather large.

3.3. The maximum attainable value
of the oxygen abundance in spiral galaxies

Which spiral galaxy is the oxygen-richest one? How high
is the maximum attainable value of the oxygen abundance? Do the most
oxygen rich spiral galaxies reach the maximum attainable value of the oxygen
abundance? These questions will be discussed here.

3.3.1. Oxygen abundances in spiral
galaxies reported to be the very oxygen-rich

The chemical composition of various samples of spiral galaxi-
es has been discussed in a number of papers [35, 36, 138, 140, 142]. According
to those articles, the oxygen-richest galaxies are: NGC 5194 (M 51) with 12+
+ log(O/H)0 = 9.54 [140], NGC 3351 with 12 + log(O/H)0 = 9.41 [142], NGC
3184 with 12 + log (O/H)0 = 9.50 [138], NGC 6744 with 12+ log(O/H)0 =
= 9.64 [35]. Different versions of the one-dimensional method, proposed first
by [74] a three decades ago, have been used for oxygen abundance determi-
nations in those papers. It has been shown that the oxygen abundances in
galaxies determined with the one-dimensional calibrations are significantly
overestimated at the high-metallicity end (12 + log O/H > 8.25) [9, 62, 97].
This is for two reasons. First, the then-existing calibrating points at the high-
metallicity end were very few and not reliable. Second, the physical conditions
in H ii regions cannot be taken into account accurately in one-dimensional
calibrations. Pilyugin et al. (2004) [101] have used instead a two-dimensional
parametric empirical calibration (P method) to derive oxygen abundances for
a sample of spiral galaxies which includes NGC 3184, NGC 3351, NGC 5194,
and NGC 6744. They found generally lower oxygen abundances with 12 +
+ log(O/H)0 ∼ 9.0 (see above).

We have considered the problem of the maximum observed oxygen
abundance in spiral galaxies by attempting to derive more accurate oxygen
abundances [104]. These can be derived via the classic Te method, Te being
the electron temperature of the H ii region. Measurements of the auroral lines,
such as [OIII]λ4363, are necessary to determine Te. Unfortunately, they are
very faint and often drop below the detectability level in the spectra of high-
metallicity H ii regions. It has been advocated that the faint auroral line flux

148



3.3. The maximum attainable value of the oxygen abundance

Fig. 3.8. Radial distribution of oxygen abundances in the disk of the spiral
galaxy M 51 (NGC5194). The open circles denote (O/H)ff abundances.
The solid line is the linear least-square best fit to those data. The filled
circles show (O/H)Te abundances from [7]. The dashed line is their linear
regression fit

can be computed from the fluxes in the strong nebular lines via the ff relati-
on [102]. Then, using the obtained flux in the auroral line, accurate oxygen
abundances (O/H)ff can be derived using the equations of the Te method.

The ff relation will be applied to derive the oxygen abundances in the
spiral galaxies reported to be the oxygen-richest ones, NGC 3184, NGC 3351,
NGC 5194, and NGC 6744. For comparison, we will also considered the Mil-
ky Way Galaxy. First, M 51 (NGC 5194), the oxygen-richest spiral galaxy
(12 + log(O/H)0 = 9.54) in the sample from [140] will be considered. The
value of (O/H)0 in M 51 was derived recently from determinations of (O/H)Te

abundances in a number of H ii regions [7]. Comparison between the radial
distributions of (O/H)Te and (O/H)ff abundances in the disk of M 51 provides
possibility to test the reliability of the latter. Second, (O/H)ff abundances in
NGC 3184, NGC 3351, and NGC 6744 which have been reported to be the
most oxygen-rich spirals, will be determined. Third, the ff — relation will be
applied to Galactic H ii regions to select high-precision measurements.

The compilation of published spectra of H ii regions in M 51 is taken
from [101]. The spectra of H ii regions from [7] (their Tables 1 and 6) have been
added. The (O/H)ff abundances for every H ii region have been determined
using the ff relation. The (O/H)ff abundances in the H ii regions of M 51 are
shown as a function of galactocentric distance in Fig. 3.8 by open circles. The
solid line is the linear least-square best fit to those data:

12 + log(O/H) = 8.74 (±0.03)− 0.025 (±0.004)×R. (3.13)

The distance of M 51 (d = 7.64 Mpc) and the isophotal radius (R25 =
= 5.61 arcmin) were taken from [101]. The filled circles are (O/H)Te abundances
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CHAPTER 3. Chemical evolution of late type galaxies of different masses

Fig. 3.9. Radial distributions of (O/H)ff abundances in the spiral galaxies
NGC 3184, NGC 3351, and NGC 6744. The points show individual H ii
regions. The lines are the best fits to those data

determined by Bresolin et al. (2004) via the direct Te method [7]. The dashed
line is their linear regression:

12 + log(O/H) = 8.72 (±0.09)− 0.02 (±0.01)×R. (3.14)

Fig. 3.8 shows that the radial distribution of (O/H)ff abundances agrees
well with that of the (O/H)Te abundances (compare also Eq. (3.13) and
Eq. (3.14)). This is a strong argument in favor of the reliability of the (O/H)ff
abundances.

Some H ii regions show large deviations from the general radial trend
in oxygen abundances. Some of those deviations can be real, but some are
probably caused by uncertainties in the oxygen abundance determinations. It
should be emphasized that the uncertainties in the (O/H)ff abundances are
not necessarily caused by uncertainties in the line flux measurements. It has
been noted [102] that the ff relation gives reliable results only if two conditions
are satisfied; i) the measured fluxes reflect their relative contributions to the
radiation of the whole nebula, and ii) the H ii region is ionization-bounded. If
these two conditions are not met, then the derived (O/H)ff abundances may
be significantly in error.

The compilation of published spectra of H ii regions in the spiral galaxies
NGC 3184, NGC 3351, and NGC 6744 was taken from [101]. The (O/H)ff
abundances in the H ii regions of NGC 3184 is shown as a function of
galactocentric distance in the top panel of Fig. 3.9. The solid line is the li-
near least-square best fit to those data:

12 + log(O/H) = 8.73 (±0.03)− 0.035 (±0.004)×R. (3.15)
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3.3. The maximum attainable value of the oxygen abundance

The same data are shown for the H ii regions of NGC 3351 in the middle panel
of Fig. 3.9. The solid line is the linear least-square best fit to those data:

12 + log(O/H) = 8.74 (±0.02)− 0.023 (±0.004)×R. (3.16)

Similarly, the data for the H ii regions of NGC 6744 are shown in the bottom
panel of Fig. 3.9. The linear least-square best fit to those data is given by:

12 + log(O/H) = 8.75 (±0.04)− 0.022 (±0.003)×R. (3.17)

The distances of the galaxies and the galactocentric distances of the H ii regions
were taken from [101].

Figs. 3.8 and 3.9 (see also Eqs. (3.13), (3.15)—(3.17)) show that the values
of (O/H)0 in these spiral galaxies are ∼8.75.

3.3.2. Oxygen abundances in the Milky Way Galaxy

A compilation of published spectra of Galactic H ii regions
with an auroral [O iii]λ4363 line has been carried out in [99]. The list contains
69 individual measurements of 13 H ii regions in the range of galactocentric
distances from 6.6 to 14.8 kpc. Recent measurements of six Galactic H ii regions
from [32] were added to that list, resulting in a total of 75 measurements. The
derived (O/H)Te abundances are shown as a function of galactocentric distance
by the open circles in the left panel of Fig. 3.10. The linear least-square best
fit to those data (with two points with a deviation more than 0.2 dex rejected)

12 + log(O/H) = 8.79 (±0.05)− 0.034 (±0.005)×R (3.18)

is shown by the solid line in the left panel of Fig. 3.10.
There is a relative large number of measurements of abundances in the

Milky Way Galaxy. They show a large scatter since the quality of the data
obtained over a period of more than thirty years is necessarily heterogeneous.
Some measurements have a low accuracy. The ff relation provides a way to
select out the H ii regions with high quality measurements [103]. We can make
use of the ff relation to define a “discrepancy index”, equal to the difference
between the logarithm of the observed flux R in the [O iii]λ4363 line and that of
the flux Rff of that line derived from the strong [O ii]λ3727, [O iii]λλ4959,5007
lines using the ff relation:

Dff = logRff − logR. (3.19)

That discrepancy index will allow us to eliminate low-quality measurements
with large Dff , while retaining high-quality ones with small Dff .
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Fig. 3.10. Radial distribution of (O/H)Te abundances in the disk of the Milky
Way Galaxy. Left panel. The open circles show (O/H)Te for all H ii regions. The
solid line is the best fit to those data. Right panel. The filled circles show (O/H)Te

abundances for H ii regions with an absolute value of the discrepancy index Dff

less than 0.05 dex. The solid line is the best fit to those data. The open square
shows the oxygen abundance in the interstellar gas at the solar galactocentric
distance

The right panel of Fig. 3.10 shows the (O/H)Te abundances as a function
of galactocentric distance for objects with an absolute value of the discrepancy
index Dff less than 0.05 dex. The linear least-square best fit to those data

12 + log(O/H) = 8.70 (±0.04)− 0.022 (±0.004)×R (3.20)

is shown by the solid line in the right panel of Fig. 3.10. The open square is the
oxygen abundance of the interstellar gas at the solar galactocentric distance.

High-resolution observations of the weak interstellar Oiλ1356 absorption
lines towards stars allow one to determine the interstellar oxygen abundance
in the solar vicinity with a very high precision. It should be noted that this
method is model-independent. These observations yield a mean interstellar
oxygen abundance of 284—390 O atoms per 106 H atoms (or 12 + log(O/H) =
= 8.45—8.59) [13,71,125]. Oliveira et al. (2005) have determined a mean O/H
ratio of 345 ± 19 O atoms per 106 H atoms (or 12 + log(O/H) = 8.54) for the
Local Bubble [73]. Thus, an oxygen abundance 12 + log(O/H) = 8.50 in the
interstellar gas at the solar galactocentric distance seems to be a reasonable
value. The value of the oxygen abundance at the solar galactocentric distance
traced by (O/H)Te abundances in H ii regions is then in good agreement wi-
th the oxygen abundance derived with high precision from the interstellar
absorption lines towards stars (open square in the right panel of Fig. 3.10).
This is strong evidence that the classic Te method provides accurate oxygen
abundances in high-metallicity H ii regions.

The central oxygen abundance in the Milky Way obtained here, 12 +
+ log(O/H)0 ∼ 8.70, is significanly lower than that 12 + log(O/H)0 = 9.38
from [120]. It should be noted that the central oxygen abundance obtained
here for the Milky Way is close to that in other large spirals.
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3.3.3. A plateau in the L—Z diagram at high luminosities

We have examined the problem of the maximum attainable
value of the oxygen abundance in spiral galaxies in [105]. Since the maximum
value of the observed oxygen abundance is expected to occur at the centers
of the most luminous galaxies, we have derived the radial distribution of the
oxygen abundance in the disks of the four most luminous spiral galaxies in the
sample from [101]: NGC 1068 with an absolute blue magnitude MB = –22.18,
NGC 6384 with MB = –22.22, NGC 7331 with MB = –22.20, and IC 342 with
MB = –22.27. We use the compilation from [101] of a large sample of published
spectra of H ii regions in nearby spiral galaxies. Recent measurements from [7,
8, 22] have been added to that list. The distances and luminosities of the
galaxies are taken from [101].

Fig. 3.11 shows the oxygen abundance as a function of galactocentric di-
stance in the disks of the four most luminous spiral galaxies in our sample. The
points are (O/H)ff abundances in individual H ii regions. The lines are linear
least-square best fits to those points. Inspection of Fig. 3.11 shows that the
central oxygen abundance in the most luminous spiral galaxies can be as large
as 12 + log(O/H) ∼ 8.87. Are those galaxies indeed the most oxygen-rich ones
as expected from the L—Z correlation? To clarify this point, we next derive the
central oxygen abundances of all the spiral galaxies in our sample and examine
their dependence on galaxian luminosity.

The left panel of Fig. 3.12 shows the familiar L—Z diagram. It should be
stressed that while the characteristic oxygen abundance (the oxygen abundance
in the disk at a predetermined galactocentric distance) is used in the “standard”
L—Z diagram (e.g. Fig. 3.3 and Fig. 3.5), Z in Fig. 3.12 denotes the central
oxygen abundance. The squares show the central (O/H)ff abundances of the

Fig. 3.11. The oxygen abundance as a function of galactocentric distance in
the disks of the four most luminous spiral galaxies in our sample: NGC 1068,
NGC 6384, NGC 7331 and IC 342. The circles are (O/H)ff abundances in indivi-
dual H ii regions. The lines are linear least-square best fits to those data points
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Fig. 3.12. The luminosity — central metallicity diagram. Left panel. The open
squares show the central (O/H)ff abundances in the disks of spiral galaxies plotted
against their luminosities. The filled circles denote irregular galaxies from [101].
Right panel. A blow-up of the high-luminosity part of the L—Z diagram in the left
panel

spiral galaxies in our sample. The filled circles in Fig. 3.12 show irregular
galaxies from [95,101]. Examination of Fig. 3.12 shows that the central oxygen
abundances in galaxies with MB ∼ –20.25 are in the same range as those of
galaxies with MB ∼ –22.25, i.e. the central oxygen abundances in luminous
galaxies with MB < –20.25 do not show an appeciable correlation with galaxy
luminosity. This flattening of the L—Z relation can be seen more clearly in the
right panel of Fig. 3.12 which shows a blow-up of the high-luminosity end of
the relation. The presence of an upper envelope in the L—Z relation at 12 +
+ log(O/H) ∼ 8.87, is clearly seen. It should be noted that the presence of an
upper envelope can also be seen in the “standard” L—Z diagram [29, 72, 101]
(see also Fig. 3.3 and Fig. 3.5).

What is the meaning of such a plateau? There are two known reasons for
the existence of the L—Z relation. First, it can be caused by a dependence of
the efficiency of galactic winds to get rid of metals on the galaxy’s luminosity:
more luminous and massive galaxies are less efficient in losing heavy elements
by galactic winds. In this case, the L—Z relation represents the ability of a
given galaxy to retain the products of its own chemical evolution rather than
its ability to produce metals [58]. It is believed that the galactic winds do not
play a significant role in the chemical evolution of the largest spiral galaxies
(e.g. [23, 36, 101, 136]). The second reason that has been invoked to explain
the L—Z relation is that the astration level increases (the gas mass fraction
decreases) as the luminosity of a galaxy increases [14,15,68,114] (see Fig. 3.7).
The existence of a plateau at high luminosities in the L—Z relation thus implies
that, on average, the central parts of large luminous spiral galaxies have similar
astration levels.

Another prominent feature of the L—Z relation is the rather large scatter
in oxygen abundances at a given luminosity, ∆log(O/H) ∼ 0.25. Part of this
scatter may be due to uncertainties in the oxygen abundances. But another
part is likely to be real. This scatter may be explained by fluctuations of
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the gas mass fraction µ among galaxies of a given luminosity. The simple
model of chemical evolution of galaxies predicts that a decrease of µ by 0.1
results in an increase of the oxygen abundance by ∼0.13 dex, in the range of µ
from ∼0.50 to ∼0.05. Then, a scatter ∆log(O/H) ∼ 0.25 may be explained by
fluctuations of the gas mass fraction as large as ∆µ ∼ 0.2 among galaxies of
a given luminosity. The global gas mass fractions in the sample spiral galaxies
have been estimated to be low, µ < 0.25 ([36, 101] and Fig. 3.7 above). This
suggests that the gas in the centers of the most metal-rich galaxies has been
almost completely converted into stars. Consequently, the observed oxygen
abundance in the centers of those galaxies represents the maximum attainable
value of the oxygen abundance. This provides a natural explanation for the
constant maximum value of the observed central oxygen abundance in the
most oxygen-rich galaxies (Fig. 3.12).

The maximum value of the gas-phase oxygen abundance in H ii regions of
spiral galaxies is thus 12 + log(O/H) ∼ 8.87. Some fraction of the oxygen is
locked into dust grains [30, 71]. According to Esteban et al. (1998) [30], the
fraction of the dust-phase oxygen abundance in the Orion nebula is about
0.08 dex (but see [122]). Then, the maximum value of the gas+dust oxygen
abundance in H ii regions of spiral galaxies is 12 + log(O/H) ∼ 8.95.

What is the minimum value of the observed gas-phase oxygen abundance
in galaxies in the local universe? The oxygen abundances in H ii regions of the
most metal-poor galaxies known (blue compact galaxies and dwarf irregulars)
are 12 + log(O/H) = 7.0—7.1 [45, 46, 109]. Thus, the minimum value of the
observed gas-phase oxygen abundance in galaxies in the local universe is around
two orders of magnitude lower than the maximum attainable value of the
oxygen abundance.

The Sun is one of the widely used reference objects in astrophysics.
Standard practice is to express the element content in a cosmic object via
the corresponding value for the Sun, i.e. the composition of the Sun is used
as standard unit. For many years, the recommended solar oxygen abundance
was 12 + log(O/H)⊙ ≈ 8.9. This high abundance was obtained from a one-
dimensional hydrostatic model of the solar atmosphere. Recently the solar
oxygen abundance has been significantly reduced as a result of a time-
dependent, three-dimensional hydrodynamical model of the solar atmosphere.
Taking the average of recent determinations (12 + log(O/H)⊙ = 8.70 in [1],
8.66 in [4], 8.59 in [70]), 8.62—8.68 [80]), 8.71 [117]), the solar abundance is now
12 + log(O/H)⊙ ∼ 8.65. Thus, the maximum value of the gas+dust oxygen
abundance of H ii regions in spiral galaxies is higher by a factor of ∼2 than the
solar value.
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3.3.4. The oxygen yield

The simple model of chemical evolution of galaxies predicts
that the oxygen abundance of the interstellar matter of a galaxy is related to
the gas mass fraction µ and the oxygen yield YO by the following formula

YO =
ZO

ln( 1µ)
, (3.21)

where the oxygen yield YO is defined as the mass of new manufactured oxygen
ejected into the interstellar medium by the star generation per unit mass locked
up in long-lived stars and stellar remnants. In a real situation, the oxygen
abundance is also affected by the mass exchange between a galaxy and its
environment [76,119]. This mass exchange can alter the above relation and mi-
mic a variation in the oxygen yield. In that case, the simple chemical evolution
model is used to estimate the “effective” oxygen yield Yeff [26, 140].

As noted above, it is believed that galactic winds do not play a significant
role in the chemical evolution of the largest spiral galaxies. For these, is the
oxygen yield derived by using Eq. (3.21) close to the true oxygen yield? This
may not be the case for two reasons. First, the simple model is based on the
instantaneous recycling approximation. Oxygen is produced and ejected into
the interstellar medium by massive stars with lifetimes much shorter than the
evolution time of spiral galaxies. From this point of view, the instantaneous
recycling approximation is justified. However, the value of YO depends not only
on the amount of oxygen but also on the total mass of matter ejected in the
interstellar medium. In other words, the instantaneous recycling approximation
assumes that the next generation of star is formed when all stars from previous
generations have finished their evolution. This never occurs in a real galaxy. As
a consequence, the simple model predicts slightly higher oxygen abundances
than numerical models for the chemical evolution of galaxies with realistic
star formation histories [85]. Fortunately, this difference is small and can be
neglected in the case of oxygen.

Furthermore, it is well known that the simple model predicts many more
low-metallicity stars than are observed in the solar neighbourhood, the so called
“G—dwarf” paradox. Various versions of the infall model, in which an infall of
gas onto the disk takes place for a long time, have been proposed to account
for the observed metallicity distribution in the solar neighborhood ([16,87,88,
134,135] among many others). An infall model has also been applied to other
spiral galaxies ([76] and references therein). It is thus generally accepted that
gas infall plays an important role in the chemical evolution of disks of spiral
galaxies. Therefore, the application of the simple model to large spiral galaxies
to estimate the true oxygen yields may appear unjustified. It is expected that
the rate of gas infall onto the disk decreases exponentially with time [12,67,87,
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88]. It has been shown [89] that the present-day location of a system in the µ—
O/H diagram is governed by its evolution in the recent past, but is independent
of its evolution on long timescales. Therefore, the fact that the present-day
location of spiral galaxies is near the one predicted by the simple model is not in
conflict with a picture in which an infall of gas onto the disk takes place during a
long time (the latter is necessary to satisfy the observed abundance distribution
function and the age—metallicity relation in the solar neighbourhood) since
these observational data reflect the evolution of the system in the distant past.
Therefore, one can expect that the application of the simple model to large
spiral galaxies, Eq. (3.21), provides a more or less reasonable estimate of the
true oxygen yield YO. Certainly, to find an accurate value of the true oxygen
yield YO, an appropriate models of chemical evolution of galaxies should be
computed.

From Eq. (3.21), it is clear that a precise determination of the oxygen yield
depends on accurate oxygen abundance and gas mass fraction measurements.
The (O/H)ff abundances are rather accurate. However, a precise estimate of
the gas mass fraction is not a trivial task (see above). Thus, the value of the
oxygen yield derived from Eq. (3.21) can be strongly affected by the uncertainty
in the gas mass fraction determination.

The use of the maximum attainable value of the oxygen abundance allows
to overcome the above problem in the following way. One can compare the
derived maximum attainable value of the oxygen abundance in galaxies with
oxygen abundances predicted by the simple models with different oxygen yields
for µ = 0. Fig. 3.13 shows the oxygen abundance as a function of the gas mass
fraction predicted by the simple model with YO = 0.0030 (solid line) and with
YO = 0.0035 (dashed line). Since the oxygen abundances are expressed in
units of number of oxygen atoms relative to hydrogen, while ZO in Eq. (3.21)
have units of mass fraction, we adopt the following conversion equation for
oxygen [36]

ZO = 12
O

H
. (3.22)

The simple model breaks down as the gas mass fraction approaches zero
because the term ln(1/µ) blows up. Therefore the oxygen abundance predicted
by the simple model at µ = 0 should be estimated by extrapolation of the
model predictions to µ = 0. The extrapolations of the simple models for two
values of the oxygen yield are shown in Fig. 3.13 by the dotted lines. The fact
that the central oxygen abundances in galaxies are derived here, not as oxygen
abundances of H ii regions in the very central parts of galaxies, but also as
extrapolations of linear fits, justifies the above method.

The maximum value of the observed gas-phase oxygen abundance in H ii
regions of spiral galaxies is shown by the open square in Fig. 3.13. The maxi-
mum attainable value of the gas + dust oxygen abundance is shown by the open
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Fig. 3.13. The oxygen abundance
as a function of the gas mass fracti-
on predicted by the simple models
of chemical evolution of galaxies,
with an oxygen yield YO = 0.0030
(solid line) and with YO = 0.0035
(dashed line). The extrapolations to
µ = 0 for these models are shown by
the dotted lines. The open square is
the maximum value of the observed
gas-phase oxygen abundance in H ii
regions of spiral galaxies. The open
circle is the maximum attainable
value of the gas + dust oxygen
abundance

circle. Examination of Fig. 3.13 shows that the maximum value of the observed
gas-phase oxygen abundance in H ii regions of spiral galaxies corresponds to
the simple model with YO ∼ 0.0030, and the maximum attainable value of the
gas+dast oxygen abundance in spiral galaxies corresponds to the simple model
with YO ∼ 0.0035. The value of the oxygen yield derived from the gas-phase
oxygen abundance (YO ≈ 0.0030) is close to that obtained recently for spiral
galaxies in [101] (YO ≈ 0.0027) and in [7] (YO ≈ 0.0032), but is significantly
lower than the oxygen yield obtained in [36] (YO ≈ 0.010).

Thus, there exists a plateau in the luminosity—central metallicity diagram
at high luminosities (–22.3 ≤ MB ≤ –20.3). This provides strong evidence
that the oxygen abundance in the centers of the most metal-rich luminous
spiral galaxies reaches the maximum attainable value of oxygen abundance.
The maximum value of the gas-phase oxygen abundance in H ii regions of
spiral galaxies is 12 + log(O/H) ∼ 8.87. Because some fraction of the oxygen
(about 0.08 dex) is expected to be locked into dust grains, the maximum value
of the true gas+dust oxygen abundance in H ii regions of spiral galaxies is 12
+ log(O/H) ∼ 8.95. This value is a factor of ∼ 2 higher than the recently
estimated solar value. Based on our derived maximum value of the oxygen
abundance in spiral galaxies, one can estimate the oxygen yield. It has been
obtained that the oxygen yield is around 0.0035, depending on the fraction of
oxygen incorporated into dust grains.
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3.4. The redshift evolution of oxygen
and nitrogen abundances in late type
galaxies. Galaxy downsizing

3.4.1. Preliminary remarks

As it was noted above, in recent years, the number of good-
quality spectra of emission-line galaxies has increased dramatically due to the
completion of several large spectral surveys. Measurements of emission lines
in those spectra have been used for abundance determinations. This opens
the possibility to study the evolution of O and N abundances with redshift
in galaxies of different stellar masses. In the last decade, the evolution of the
mass—metallicity relation with redshift has been examined by many investi-
gators [21, 29, 55, 56, 61, 64, 116, 133]. It has been found that, when mass can
be determined, the mass—metallicity correlation is considerably tighter than
the luminosity—metallicity correlation, suggesting that mass may be a more
meaningful physical parameter than luminosity. In those investigations, oxygen
abundances have been derived using various methods. The general conclusion
from those studies is that the oxygen abundance change of star-forming galaxies
over the last half of the age of the Universe appears to be somewhat moderate,
with ∆(log(O/H)) ∼ 0.3 or lower.

A little attention has been paid to the redshift evolution of nitrogen abun-
dances in galaxies, despite the fact that they present several advantages for the
study of the chemical evolution of galaxies. First, since at 12 + log(O/H) ≥
≥ 8.3, secondary nitrogen becomes dominant and the nitrogen abundance
increases at a faster rate than the oxygen abundance [40], then the change in
nitrogen abundances with redshift should show a larger amplitude in compari-
son to oxygen abundances and, as a consequence, should be easier to detect.
Furthermore, there is a time delay in the nitrogen production as compared to
oxygen production [63, 76, 137]. This provides an additional constraint on the
chemical evolution of galaxies.

We have considered not only the redshift evolution of oxygen abundances
but also that of nitrogen abundances [133]. Our study is based on the SDSS
data base of a million spectra. To study the redshift evolution of oxygen and
nitrogen abundances, accurate oxygen and nitrogen abundance determinati-
ons are mandatory. The determination of accurate abundances in H ii regions
from SDSS spectra poses two problems. First, line fluxes in SDSS spectra are
measured by an automatic procedure. This inevitably introduces large flux
errors for some objects. One needs to devise a way to recognize those objects
and exclude them from consideration. Second, the SDSS galaxy spectra span
a large range of redshifts. There is thus an aperture-redshift effect in SDSS
spectra. Indeed, they are obtained with 3-arcsec-diameter fibers. At a redshift
of z = 0.05 the projected aperture diameter is ∼3 kpc, while it is ∼15 kpc at a
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redshift of z = 0.25. This means that, at large redshifts, SDSS spectra are closer
to global spectra of whole galaxies, i.e. to that of composite nebulae including
multiple star clusters, rather than to spectra of individual H ii regions. One
should then expect that some SDSS objects will not follow the fundamental
H ii region sequence. These need also to be identified and excluded from our
sample.

We have proposed a method to recognize objects that suffer from one or
both of these problems [133]. It is based on the idea that if i) an object belongs
to the fundamental H ii region sequence, and ii) its line fluxes are measured
accurately, then the different relations between the line fluxes and the physical
characteristic of H ii regions, based on different emission lines, should yield
similar physical characteristics (such as electron temperatures and abundances)
of that object.

3.4.2. Sample selection

Line flux measurements in SDSS spectra have been carried
out by several groups. We have used the data in several catalogs made available
publicly by the MPA/JHU group 1. These catalogs give line flux measurements,
redshifts and various other derived physical properties such as stellar masses
for a large sample of SDSS galaxies. The techniques used to construct the
catalogues are described in [11, 136] and other publications of those authors.
It is preferable to use these catalogues instead of the original SDSS spectral
database because they contain generally more accurate line flux measurements
(see a discussion of the errors in the line flux measurements in [11]).

We have extracted from the MPA/JHU catalogs all emission-line ob-
jects with measured fluxes in the Hβ, Hα, [OII]λλ3727,3729, [OIII]λ4959,
[OIII]λ5007, [NII]λ6548, [NII]λ6584, [SII]λ6717, and [SII]λ6731 emission li-
nes. The hydrogen, oxygen and nitrogen lines serve to estimate oxygen and
nitrogen abundances relative to hydrogen, and the ratio of the sulfur li-
ne intensities is an indicator of electron density. Since the calibrations for
abundance determination are only valid in the low-density limit, we have inclu-
ded only those objects with a reasonable value of the [SII] ratio, i.e. those with
1.25 < F[SII]λ6717/F[SII]λ6731 < 1.5. This results in a sample containing 118544
objects which will be referred to hereafter as the total sample. The wavelength
range of the SDSS spectra is 3800—9300 Å so that for nearby galaxies with
redshift z ≤ 0.023, the [O ii]λ3727 + λ3729 emission line is out of that range.
The absence of this line prevents the determination of the oxygen abundance,
so all SDSS galaxies with z ≤ 0.023 were also excluded. Thus, all galaxies in
their total sample have redshifts greater than ∼0.023, i.e. they are more distant
than ∼100 Mpc. The redshift z and stellar mass MS of each galaxy were also

1 The catalogs are available at http://www.mpa-garching.mpg.de/SDSS/
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taken from the MPA/JHU catalogs. The emission-line fluxes are corrected for
interstellar reddening using the theoretical Hα to Hβ ratio and the analytical
approximation to the Whitford interstellar reddening law from [41].

For each galaxy, we have estimated three values of the nitrogen abundance
and three values of the electron temperature, using the suggested calibrations
[133]. Since measurements of the [NII]λ6584 line are more reliable than those of
the [NII]λ6548 line, we have used N2 = 1.33[NII]λ6584 instead of the standard
N2 = [NII]λ6548 + [NII]λ6584. Then the mean value N/H of the nitrogen
abundance for each galaxy is determined as

log(N/H)mean =
log(N/H)N2 + log(N/H)N2/R2

+ log(N/H)N2/R3

3
. (3.23)

The mean value of the electron temperature t2 is determined in a similar way.
Using N/H and the mean t2, the N/O ratio and the oxygen abundance O/H
are then derived using Te method equations.

It has been suggested that if i) the object belongs to the fundamental
sequence of HII regions, and ii) its line fluxes are measured accurately, then
the calibrations based on different lines should result in similar abundances.
We have calculated for each galaxy the deviations of individual values of
the nitrogen abundance from the mean value ∆log(N/H)N2,N2/R2,N2/R3

=
= log(N/H)N2,N2/R2,N2/R3

– log(N/H)mean. The mean deviation ∆log(N/H)mean

and the maximum deviation ∆log(N/H)max were also computed for each
object. We have then used the value of ∆log(N/H)max as a selection criterion
to extract from the total sample three subsamples of star-forming galaxies with
accurate line flux measurements, going from the most stringent requirement to
the least stringent one:

— Subsample A contains only objects with ∆log(N/H)max ≤ 0.05, a total
of 15548 galaxies.

— Subsample B contains only objects with ∆log(N/H)max ≤ 0.10, a total
of 55189 galaxies.

— Subsample C contains only objects with ∆log(N/H)max ≤ 0.15, a total
of 84364 galaxies.

Does selecting objects in such a way give only 1) star-forming galaxi-
es and 2) with accurate line flux measurements? We can test the reliabili-
ty of our selection criterion concerning the first point by appealing to the
[OIII]λ5007/Hβ vs [NII]λ6584/Hα diagram which is often used to distinguish
between star-forming galaxies and AGNs. Fig. 3.14 shows such diagrams for
subsamples A, B, C and for the total sample. The solid line, taken from [49],
shows the dividing line betweeen H ii regions ionized by star clusters and AGNs.
Fig. 3.14 clearly shows that, while the total sample contains both star-forming
galaxies and AGNs (lower right panel), the suggested criterion does select out
subsamples containing only star-forming galaxies.
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Fig. 3.14. The [OIII]λ5007/Hβ vs [NII]λ6584/Hα diagram for subsamples A, B,
and C and the total sample. The solid line shows the dividing line between H ii
regions ionized by star clusters and AGNs [49]

Concerning the second point, Fig. 3.15 shows the classical R3—R2 di-
agram for subsamples A, B, and C and the total sample (where R3 =
= ([OIII]λ4959+ [OIII]λ5007)/Hβ and R2 = ([OII]λ3727+ [OII]λ3729)/Hβ).
Each galaxy is plotted as a gray open circle. For comparison, H ii regions in
nearby galaxies with accurate line flux measurements, from the compilation
in [101], are shown as black filled circles. Inspection of Fig. 3.15 shows that the
selected subsamples of galaxies occupy the same area in the R3—R2 diagram
as the H ii regions in nearby galaxies with accurate measurements, while the
total sample covers a considerably larger area. Evidently, selection criterion
picks out objects which have line intensities that are in agreement with the
well-measured line intensities of HII regions in nearby galaxies.

We now compare the properties of the galaxies in subsamples A, B, and
C. The histograms of galaxy stellar masses, redshifts, oxygen and nitrogen
abundances for the three subsamples are shown in Fig. 3.16. Examination of
the distributions of the parameters in the three subsamples reveals that, whi-
le they are somewhat similar for subsamples B and C, the distribution for
subsample A differs significantly. In particular, there is a shift toward higher
masses (by about 0.2 dex) of the galaxy mass distribution in subsample A
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Fig. 3.15. The R3—R2 diagram for subsumples A, B, and C and the total
sample (where R3 = ([OIII]λ4959 + [OIII]λ5007)/Hβ and R2 = ([OII]λ3727 +
+ [OII]λ3729)/Hβ). The SDSS objects are shown by gray circles. The H ii regions
in nearby galaxies (the compilation from [101]) are shown by black triangles

relative to the other two subsamples. There is also a shift toward higher ni-
trogen abundances (by about 0.1 dex) of galaxies in subsample A relative
to subsamples B and C (see Fig. 3.16). These shifts seem to be caused by
a too restrictive selection criterion. The selection condition for subsample A,
∆log(N/H)max ≤ 0.05, appears to be too constraining, eliminating too many
galaxies and, as a consequence, causing a selection effect. In order not to bi-
as the results, we have considered subsample B as the basic subsample, while
subsample C will be used as a control subsample.

3.4.3. The redshift evolution
of oxygen and nitrogen abundances

We have investigated the changes in oxygen and nitrogen
abundances with galaxy stellar mass and redshift [133]. Examination of
Fig. 3.16 shows that such a study is justified only in the range of stellar galaxy
masses from ∼109.5M⊙ to ∼1011.5M⊙, where the number of galaxies is large
enough to give good statistics.

The z—MS—O/H relation. The left panel of Fig. 3.17 shows the oxygen
abundances of galaxies in subsample B, with redshifts in the range 0.04 < z <
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Fig. 3.16. Normalized histograms of observed and derived properties for SDSS
galaxies in subsamples A (short-dashed line), B (solid line), and C (long-da-
shed line)

< 0.06, as a function of galaxy stellar mass. The right panel of Fig. 3.17 shows
the same diagram, but for galaxies in a higher redshift range, 0.23 < z < 0.27.
We note that our MS—O/H diagram is very similar to that from [29] (see
their Fig. 3). This may not be surprising since those authors also used a N2

calibration to estimate the oxygen abundances of their SDSS galaxies. Fig. 3.17
shows that the oxygen abundance increases with increasing galaxy stellar mass
up to a value M∗

S . For galaxies with MS > M∗
S , the oxygen abundance becomes

constant. Comparison of the left and right panels of Fig. 3.17 reveals that the
value of M∗

S depends on redshift, shifting to higher values at higher redshifts.
To be more quantitative, the change in oxygen abundance with redshift and

galaxy stellar mass has been approximated by the following “redshift—galaxy
stellar mass—oxygen abundance” z—MS—O/H relation:

12 + log(O/H) = a1 + a2 z + (a3 + a4 z) log

(
MS

M∗
S

)
, MS ≤ M∗

S ,

12 + log(O/H) = a1 + a2 z, MS ≥ M∗
S ,

log(M∗
S/M⊙) = a5 + a6 z.

(3.24)
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Fig. 3.17. The oxygen abundance—galaxy stellar mass diagrams for subsample
B at z = 0.05 (left panel) and z = 0.25 (right panel). The Z—MS—O/H relation
(Eq. 3.25) is shown by the solid line for z = 0.05 and by the dashed line for z = 0.25

Fitting the data for galaxies in subsample B gives the following:

12 + log(O/H) = 8.67− 0.027 z + (0.41− 0.76 z) log

(
MS

M∗
S

)
, MS ≤ M∗

S ,

12 + log(O/H) = 8.67− 0.027 z, MS ≥ M∗
S ,

log(M∗
S/M⊙) = 9.60 + 5.65 z.

(3.25)

The derived z—MS—O/H relation for subsample B is shown in Fig. 3.17 by
the solid line for z = 0.05, and by the dashed line for z = 0.25.

To test the robustness of the derived z—MS—O/H relation, subsample C
has also been analyzed in a similar way. Fitting the subsample C data gives
the following:

12 + log(O/H) = 8.67− 0.020 z + (0.39− 0.63 z) log

(
MS

M∗
S

)
, MS ≤ M∗

S ,

12 + log(O/H) = 8.67− 0.020 z, MS ≥ M∗
S ,

log(M∗
S/M⊙) = 9.54 + 5.90 z.

(3.26)

The obtained z—MS—O/H relations for subsamples B and C are very simi-
lar, so that the results appear to be robust. The derived relations should
approximate well the redshift evolution of oxygen abundances for z ≤ 0.25,
corresponding to lookback times of up to ∼3 Gyr. Beyond z = 0.25, the number
of galaxies in each subsample becomes very small and the redshift evolution
of abundances cannot be studied with enough statistics. At the low-redshift
end, to reduce errors from aperture effects and following the recommendations
of [50], the objects with redshifts z > 0.04 only examined. Objects with 0.04 <
< z < 0.06 will be considered as representative of the present-day epoch.

165



CHAPTER 3. Chemical evolution of late type galaxies of different masses

Fig. 3.18. Normalized histograms of oxygen abundance deviations from the Z—
MS—O/H relation (left panel) and nitrogen abundances deviations from the Z—
MS—N/H relation (right panel). In both panels, subsample B is shown by the
solid line and subsample C by the dashed line

Fig. 3.18 shows the distribution of the deviations of the oxygen abundances
from the derived z—MS—O/H relation for both subsamples B and C. It is
seen that the scatter of oxygen abundances about the z—MS—O/H relation is
slightly larger for galaxies in subsample C than in subsample B. Nevertheless,
it can be said that, for both subsamples of galaxies, the oxygen abundances
follow reasonably well the derived z—MS—O/H relation. The mean deviation
is small, being ∼ 0.06 dex. One can thus conclude that the derived relations
can be used, in principle, to obtain a rough estimate of the metallicities of
SDSS galaxies.

The metallicity plateau and the oxygen enrichment as a function
of galaxy stellar mass. For the sake of definiteness, we will discuss the
results for subsample B. The oxygen abundance increases with galaxy stellar
mass until MS = 109.9M⊙, but then remains approximately constant, equal to
12 + log(O/H) = 8.67, in galaxies with MS ≥ 109.9M⊙ (see the left panel of
Fig. 17). The luminosity–central metallicity relation for nearby spiral galaxies
also shows a plateau at high luminosities [105]. This plateau was interpreted
above as evidence that the gas in the centers of the most metal-rich galaxies has
been almost completely converted into stars and that the oxygen abundance in
the centers of the most luminous metal-rich galaxies has reached its maximum
attainable value of 12 + log(O/H) ∼ 8.87. The plateau for oxygen abundances
in the SDSS galaxies is at the level of 12 + log(O/H) = 8.67, i.e. 0.2 dex smaller.
The simple model of chemical evolution of galaxies predicts that a decrease of
µ by 0.1 results in an increase of oxygen abundance by ∼0.13 dex, in the range
of µ from ∼0.50 to ∼0.05 [105]. Then, the difference between the maximum
attainable value of the oxygen abundance and the mean oxygen abundance
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in high-mass SDSS galaxies, ∆(log(O/H)) ∼ 0.2, corresponds to a difference
in gas mass fraction ∆µ ∼ 0.15. Since the maximum attainable oxygen value
corresponds to complete astration, i.e. µ = 0, the mean µ in high-mass SDSS
galaxies at the present epoch should be ∼15%, with a probable range of µ
from ∼5% to ∼25%.

Why do our SDSS subsamples not contain galaxies with abundances as
high as the maximum attainable value? The reason has to do with the gas
content of the SDSS galaxies in our subsamples. The maximum attainable
value of the oxygen abundance corresponds to the limiting case where the gas
has been completely converted into stars. The galaxies in our SDSS subsamples
are all characterized by strong emission lines in their spectra, meaning that
they are undergoing strong starbursts. This requires in turn that they contain
an appreciable amount of gas. In other words, because our galaxies are gas-
rich, they have not reached the maximum attainable value of the oxygen
abundance which requires complete gas exhaustion. If galaxies were not gas-
rich, they would have weak emission lines, unlikely to be measured accurately.
There exists thus a lower limit on the gas mass fraction for a galaxy to have
accurately measured lines and to be included in our subsamples. In that sense,
the observed plateau is likely affected by the selection criteria. We note however
that, even in the most evolved nearby spiral galaxies, the H ii region oxygen
abundances are generally lower than the maximum attainable value. There is
furthermore an aperture effect that slightly lowers the metallicities observed
for SDSS galaxies. The maximum attainable value oxygen abundance observed
in the central part of some nearby galaxies is usually derived by linearly fit-
ting the variations of H ii region abundances with galactocentric distance,
and extrapolating to R = 0. In the distant SDSS galaxies, because one fiber
includes many H ii regions that show decreasing metallicities towards larger
galactocentric distances, the oxygen abundances are slightly diluted when
averaged over a large region.

In the right panel of Fig. 3.17, we compare the MS—O/H relation for local
(z ≈ 0.05) galaxies (solid line) with that for distant (z ≈ 0.25) ones (dashed
line). Three features are to be noted. First, it can be seen that, for the galaxies
of highest stellar masses, those with masses ≥1011M⊙, the plateau value of the
oxygen abundance does not change in the redshift interval from 0.05 to 0.25.
This implies that the galaxies of highest mass in our SDSS subsamples have
reached their highest astration level some 3 Gyr ago, and have been somewhat
“lazy” in their evolution afterwards. Second, for lower mass galaxies with stellar
masses ≤ 1011M⊙, it is seen that the value of the oxygen enrichment during
the last 3 Gyr increases with decreasing galaxy mass, in the mass interval
from 1011M⊙ to 109.9M⊙, as shown by the widening gap between the solid and
dashed curves toward lower masses. At MS = 109.9M⊙, there is a difference
∆log(O/H) ∼ 0.25 between a local galaxy and one at redshift 0.25. For galaxies
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Fig. 3.19. The nitrogen abundance—galaxy stellar mass diagrams for subsample
B at z = 0.05 (left panel) and z = 0.25 (right panel). The Z—MS—N/H relation
(Eq. 3.27) is shown by the solid line for z = 0.05 and by the dashed line for z = 0.25

with MS ≤ 109.9M⊙, the oxygen enrichment during the last 3 Gyr slightly
decreases with decreasing galaxy mass, the slope of the solid line being slightly
steeper than that of the dashed line. Third, the value of M∗

S , the mass where
the oxygen abundance becomes constant with galaxy stellar mass, is redshift-
dependent, becoming higher at larger redshifts.

In summary, analysis of the z—MS—O/H relation has led to the following
main conclusions.

• The galaxies of highest masses, those with MS ≥ 1011M⊙, have reached
their highest astration level in the past and have not had an appreciable oxygen
abundance enrichment during the last ∼3 Gyr.

• The mean value of the oxygen enrichment during the last 3 Gyr in galaxi-
es with stellar masses in the range from 1010M⊙ to 1011M⊙ is ∆(log(O/H)) ∼
∼ 0.11, with ∆(log(O/H)) ∼ 0.23 at 1010M⊙ and ∆(log(O/H)) = 0 at 1011M⊙.

The above picture will now be put to the test through the study of the
redshift evolution of nitrogen abundances, which we consider next.

The z—MS—N/H relation. We proceed in the same way as in our ana-
lysis of the oxygen abundances. The left panel of Fig. 3.19 shows the nitrogen
abundances of the local galaxies in subsample B, with redshifts 0.04 < z <
< 0.06, as a function of galaxy stellar mass. The right panel of Fig. 3.19 shows
the same diagram, but for more distant galaxies, with redshifts 0.23 < z < 0.27.
Fig. 3.19 shows that the general behavior of nitrogen abundances with redshift
and galaxy stellar mass is similar to that of oxygen abundances. The nitrogen
abundance increases with increasing galaxy stellar mass up to a value M∗

S of
the stellar mass. Then, for galaxies with MS > M∗

S , the nitrogen abundance
remains approximatively constant, reaching a plateau. The value of M∗

S is
redshift-dependent, becoming higher at larger redshifts.

The change of nitrogen abundance with redshift and galaxy stellar mass
can be approximated by a z—MS—N/H relation, similar to the one for oxygen

168



3.4. The redshift evolution of oxygen and nitrogen abundances

abundances. Fitting the data for galaxies in subsample B results in the follo-
wing relation:

12 + log(N/H) = 7.89− 0.110 z + (0.99− 1.40 z) log

(
MS

M∗
S

)
, MS ≤ M∗

S ,

12 + log(N/H) = 7.89− 0.110 z, MS ≥ M∗
S ,

log(M∗
S/M⊙) = 9.97 + 4.92 z.

(3.27)

The derived relation is shown in Fig. 3.19 by a solid line for z = 0.05, and by
a dashed line for z = 0.25.

Again, to test the robustness of the obtained z—MS—N/H relation, we
have examined subsample C in a similar way. Fitting those data gives:

12 + log(N/H) = 7.88− 0.027 z + (0.85− 1.14 z) log

(
MS

M∗
S

)
, MS < M∗

S ,

12 + log(N/H) = 7.88− 0.027 z, MS > M∗
S ,

log(M∗
S/M⊙) = 10.04 + 5.03 z.

(3.28)

The derived z—MS—N/H relations for subsample B and C are very similar and
that the derived z—MS—N/H relation is robust.

While the general behavior of nitrogen abundances with redshift and ga-
laxy stellar mass is quite similar to that of oxygen abundances (compare
Figs. 3.17 and 3.19), there are significant differences, due to the different
production mechanisms of these two elements. The dependence of the ni-
trogen abundance on galaxy stellar mass for MS < M∗

S is considerably steeper
than that for oxygen abundances. This is caused by the fact that at oxygen
abundances higher than about 12 + log(O/H) = 8.3, the metallicity-dependent
nitrogen production by intermediate-mass stars starts to dominate. Another
remarkable difference concerns M∗

S , the mass which marks the transition from
the linear regime to the plateau regime: at all redshifts, M∗

S is shifted towards
higher values in the MS—N/H diagram as compared to in the MS—O/H dia-
gram. Thus, logM∗

S is equal to 10.2 and 11.2 at z = 0.05 and z = 0.25 res-
pectively in the MS—N/H diagram, as compared to 9.9 and 11.0 in the MS—
O/H diagram.

We now attempt to understand this M∗
S shift. The time delay in nitrogen

production relative to oxygen production plays an important role. Examination
of Figs. 3.17 and 3.19 shows that galaxies with masses ≥ 1011.2M⊙ are in the
plateau regime in both the MS—O/H and in MS—N/H diagrams, at both
z = 0.05 and z = 0.25. This means that those galaxies have not undergone
appreciable enrichment in both oxygen and nitrogen during the last ∼3 Gyr.
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Evidently, there has not been appreciable star formation in those galaxies over
the redshift range from z = 0.25 to z = 0.05. Significant star formation in those
galaxies has occurred so long ago that stars have returned their nucleosynthesis
products to the interstellar medium before the epoch corresponding to z = 0.25.

Galaxies with masses between ∼1011.0M⊙ and ∼1011.2M⊙ do not show
an appreciable enrichment in oxygen abundance from z = 0.25 to z = 0.05
but do show some enrichment in nitrogen over this period. This suggests that
there has not been appreciable star formation in those galaxies over the period
from z = 0.25 to z = 0.05. However, they do contain stars that were formed
before z = 0.25, but later in comparison to the galaxies of highest masses. The
massive oxygen-producing stars die after a few million years, releasing oxygen
in the interstellar medium. By contrast, the nitrogen-producing intermediate-
mass stars have longer lifetimes, and so they have not returned nitrogen to the
interstellar medium before z = 0.25 because they have not had enough time to
evolve. This also suggests that stars that make a contribution to the nitrogen
production have lifetimes of a few Gyr.

The galaxies with masses ≤1011.0M⊙ show enrichment in both oxygen and
nitrogen abundances after the period corresponding to z = 0.25. This means
that appreciable star formation has taken place in those galaxies during the
last ∼3 Gyr. The nitrogen production increases with decreasing galaxy mass
from 1011.2M⊙ to ∼1010.2M⊙ where it reaches a value ∆log(N/H) ∼ 0.65, then
it decreases with further decrease of galaxy mass.

The right panel of Fig. 3.18 shows the deviations of nitrogen abundances
from the derived z—MS—N/H relation for galaxies from both subsamples B
(solid line) and C (dashed line). Examination of the left and right panels
of Fig. 3.18 shows that the right histogram is broader than the left one,
i.e. that the nitrogen abundances show a larger scatter around the z—MS—
N/H relation as compared to oxygen abundances around the z—MS—O/H
relation. The mean deviation for nitrogen abundances is ∆(log(N/H)) ∼ 0.15
against ∆(log(OH)) ∼ 0.06 for oxygen abundances. However, nitrogen also
spans a significantly larger abundance range, from 12 + log(N/H) ∼ 6.5
to 12 + log(N/H) ∼ 8.0, as compared to oxygen which goes only from
12 + log(O/H) ∼ 8.25 to 12 + log(O/H) ∼ 8.75. Taking into account the
differences in range, then the relative scatters around the z—MS—N/H and
z—MS—O/H relations are comparable. It should be emphasized that the larger
scatter of nitrogen abundances around the z—MS—N/H relation in comparison
to the scatter of oxygen abundances around the z—MS—O/H relation cannot
be attributed to larger errors in nitrogen abundance determinations. Indeed,
the O/H values are derived from the N/H and N/O values, and any error in the
nitrogen abundance determination is propagated into the error in the oxygen
abundance determination. Then, if the large scatter of nitrogen abundances
around the z—MS—N/H is caused by large errors in the nitrogen abundance

170



3.4. The redshift evolution of oxygen and nitrogen abundances

determinations, then the oxygen abundances would show a similar or larger
scatter around the z—MS—O/H relation. Just the opposite is observed.

Thus, the consideration of the nitrogen abundance evolution with redshift
and galaxy stellar mass has confirmed the general picture obtained from the
oxygen abundance evolution analysis. Examination of both the z—MS—N/H
and the z—MS—O/H relations has led to the following conclusions:

• The galaxies of highest masses, those with masses ≥1011.2M⊙, have
reached their high astration level more than 3 Gyr ago, so that stars in those
galaxies have returned their nucleosynthesis products to the interstellar medi-
um before z = 0.25.

• The galaxies with masses in the range from ∼1011.0M⊙ to ∼1011.2M⊙
also form their stars before z = 0.25, but later in comparison to the galaxi-
es of highest masses. The intermediate-mass stars in those galaxies have not
returned nitrogen to the interstellar medium before z = 0.25 because they have
not had enough time to evolve.

• Significant star formation has occurred in galaxies with masses lower
than ∼1011M⊙ during the last 3 Gyr. Those galaxies have converted up to
20% of their total mass into stars over this period.

• Stars with lifetimes of a few Gyr contribute to the nitrogen production.
The evolution of the mass—metallicity relation of galaxies with redshift has

been considered by several groups, as described in the introduction. But, as
discussed before, each group uses a different calibration to derive abundances
which show as a result sometimes large discrepancies. So it is difficult to directly
compare, or put on the same scale, the abundances derived by other groups
and our own. Thus, we will not attempt such a comparison. Rather, we will
limit ourselves to comparing the evolution in oxygen abundances with redshift
which seems to be less sensitive to the adopted calibration.

Lilly et al. (2003) have estimated the oxygen abundance in a sample of
66 Canada—France Redshift Survey galaxies in the redshift range 0.47 < z <
< 0.92, using the flux ratios of bright oxygen emission lines [61]. They
concluded that, at half the present age of the Universe, the overall oxygen
abundance of the galaxies in their sample, with luminosities ranging from
MB = −20 to MB = −22 (or log(LB/LB⊙) ∼ 10.2—11.0), is only slightly
lower than the oxygen abundance in similar luminous galaxies today. They
found a variation ∆(log(O/H)) = 0.08 ± 0.06.

Savaglio et al. (2005) have investigated the mass—metallicity relation using
galaxies from the Gemini Deep Deep Survey and the Canada—France Red-
shift Survey in the redshift range 0.4 < z < 1.0 [116]. Their galaxies with
MS > 1010M⊙ have oxygen abundances close to those in local galaxies of
comparable mass, while the oxygen abundances in galaxies with MS < 1010M⊙
are lower on average (with a large scatter) than those in galaxies of similar
masses at the present epoch (see their Fig. 13).
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Cowie et al. (2008) have studied the oxygen abundance evolution from
z = 0.9 to z = 0.05 using a large sample of galaxies in the Great Observatories
Origins Deep Survey—North (GOODS—N) [21]. They have found an evolution
of the metallicity—mass relation corresponding to a decrease of 0.21 ± 0.03 dex
between the value at z = 0.77 and the local value in the 1010—1011M⊙ range.
They also found that star formation in the most massive galaxies (>1011M⊙)
ceases at z < 1.5 because of gas starvation.

Lamareille et al. (2009) have derived the mass—metallicity relation of star-
forming galaxies up to z ∼ 0.9 using data from the VIMOS VLT Deep Survey
[55]. They found that the galaxies of 1010.2 solar masses show a larger oxygen
enrichment (∆(log(O/H)) ∼ 0.28) from z ∼ 0.77 to z = 0) than the galaxies
of 109.4 solar masses (∆(log(O/H)) ∼ 0.18).

Lara-López et al. (2009) have studied the oxygen abundance of relati-
vely massive (log(MS/M⊙) ≥ 10.5) star-forming galaxies from SDSS/DR5 at
different redshift intervals from 0.4 to 0.04 [56]. They found an oxygen enri-
chment ∆(log(O/H)) ∼ 0.1 from redshift 0.4 to 0.

Cid Fernandes et al. (2009) have derived the mass—metallicity relation
at different lookback times for SDSS galaxies using the stellar metallicities
estimated with their spectral synthesis code [18]. They have found that the
more massive galaxies show very little evolution since a lookback time of 9 Gyr.

Examination of all these studies shows good qualitative agreement between
them, but with a rather large scatter in the estimated values of the oxygen
enrichment. The results of these investigations can be summarized as followed:
1) the most massive galaxies (those with masses >1011M⊙) do not show an
appreciable enrichment in oxygen from z ∼ 0.7 to z = 0; 2) in the 1010—
1011M⊙ mass range, an increase of the oxygen abundance ∆(log(O/H)) ∼
∼ 0.08–0.28 is observed in the redshift range from z ∼ 0.7 to z ∼ 0. Our
results are also in good qualitative agreement with those previous results. We
also see no change in oxygen abundance with redshift for galaxies with masses
greater than 1011M⊙, in the redshift range from ∼0.25 to 0. We estimate the
mean increase of the oxygen abundance with redshift in the 1010—1011M⊙
galaxy stellar mass range to be ∆(log(O/H)) ∼ 0.11, with ∆(log(O/H)) ∼
∼ 0.23 at 1010M⊙ and ∆(log(O/H)) =0 at 1011M⊙. This is in agreement with
the upper range of values found in previous works, especially when we take
into account the fact that we have considered a smaller redshift interval than
previous investigators.

Thus, the O and N abundance evolutions with redshift of the galaxies
clearly show the galaxy downsizing effect [20, 115], where enrichment (and
hence star formation) is shifted from high-mass galaxies at earlier cosmic times
to lower-mass galaxies at later epochs.
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3.5. Galaxy downsizing and the origin
of the scatter in the N/H—O/H diagram

3.5.1. The N/O—O/H diagram

Oxygen and nitrogen are key elements in the study of the
chemical evolution of galaxies. The N/O—O/H (or N/H—O/H) diagram has
been considered by many authors [25, 40, 43, 66, 83, 84]. A prominent feature
of this diagram is that, in its high-metallicity part (12 + log(O/H) ≥ 8.3),
the N/H abundance ratio shows a large scatter at a fixed value of the
O/H abundance ratio [40, 62, 100]. The N/H value for a given O/H contains
important information about the heavy element enrichment history of a galaxy,
and consequently, about its star formation history. Therefore, an explanation
of the origin of the scatter in the N/H—O/H diagram is key to understanding
the evolution of galaxies.

Two main explanations are presently considered to account for the scatter
in normal spiral galaxies: 1) the time delay between nitrogen and oxygen enri-
chment; and 2) the local enrichment in nitrogen by Wolf—Rayet (WR) stars.
Concerning the first explanation, Edmunds and Pagel (1978) [25] have noted
that, due the fact that O and N are produced in stars of different masses,
there can be a significant time delay between the release of O, produced in
high-mass stars, and that of N, produced in intermediate-mass stars, into the
interstellar medium (ISM). The N/O ratio of a galaxy then becomes an indi-
cator of the time that has elapsed since the last episode of star formation.
Current stellar evolution models predict that N is mainly manufactured and
ejected into the ISM by intermediate-mass stars with masses greater than 3—
4M⊙ [37, 65, 110, 137], although massive stars can contribute, at least at low
metallicities [17]. This suggests that the time delay between N and O enri-
chment in galaxies is 250—400 Myr, depending on the adopted stellar mass–
lifetime relation [113]. Properties of the observed N/O—O/H diagram can
generally be reproduced by chemical evolution models of galaxies by taking
into account a time delay [19,38,40,66,83,84,90]. The exact value of the time
delay is however still a subject of debate [100,112,133].

Concerning the second explanation, it is known ([62] and references therein)
that some galaxies with WR features have a high N/O ratio. This suggests that
the ejecta of WR stars may locally enrich the ISM in N. Henry et al. (2000)
noted that most points in the N/O—O/H diagram cluster at relatively low
N/O values [40]. This led them to conclude that the lower envelope is the “equi-
librium” unperturbed locus and that the observed scatter is the result of inter-
mittent increases in N, caused by the local contamination by WR stars or lumi-
nous blue variables. Izotov et al. (2006) also arrived at the same conclusion [43].

Selective heavy element loss through enriched galactic winds may also
introduce scatter in the N/O ratios [86]. It is believed, however, that galactic
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winds play an important role in the chemical evolution of only dwarf galaxies,
not of giant spirals (e.g. [101]).

In a previous section we have considered the evolution of O and N abun-
dances in galaxies with different stellar masses. We have found clear evidence
for galaxy downsizing, where the sites of active star formation and hence of
metal enrichment shift from high-mass galaxies at early cosmic times to lower-
mass systems at later epochs [20,115]. All enrichment ceases in the most massi-
ve galaxies at late cosmic times. This downsizing effect provides a remarkable
opportunity for clarifying the origin of the scatter in the N/H—O/H diagram.
Indeed, if the scatter is caused by a time delay between O and N enrichment
in galaxies, then it should be minimized for the most massive galaxies where
enrichment has stopped. On the other hand, one should expect that the N/H
ratios of the less massive galaxies (those with significant star formation at
the current epoch) to be shifted towards lower values relative to the massive
galaxies in the N/H—O/H diagram, because there is a time delay between N
and O enrichment and N has not yet been released in the ISM.

The study discussed in previous Section was based on the MPA/JHU cata-
logs of automatic line flux measurements of the SDSS spectra (see [11,136] and
other publications of those authors). The accuracy of such automatic line flux
measurements seems is not good enough for investigating the origin of scatter in
the N/H — O/H diagram. Therefore we have carried out the manually measure
the line fluxes of the SDSS spectra [107]. This provides with more accurate line
flux measurements, especially for spectra of objects with the largest redshifts,
those with redshifts between 0.3 and 0.4. Here we will discuss whether the time
delay is in fact responsible for the large scatter in the nitrogen abundances in
galaxies with a given oxygen abundance.

3.5.2. The data

We have extracted from the MPA/JHU catalogs four sub-
samples of emission-line galaxies, each covering a different interval of galaxy
stellar mass, centered respectively on the mass values MS = 1011.3M⊙,
1011.0M⊙, 1010.6M⊙, and 1010.2M⊙. To have a reasonable number of galaxies in
each subsample and in order for the galaxies to cover the whole redshift range in
a roughly uniform fashion, the mass interval dM was chosen to be small and to
vary from 0.0015 to 0.10 dex, depending on the redshift and MS . For each mass
interval, we have extracted from the MPA/JHU catalogs emission-line galaxi-
es with automatic measurements of fluxes in the Hβ, Hα, [O ii]λλ3727,3729,
[O iii]λ5007, [N ii]λ6584 emission lines. We impose the additional restrictions
that the galaxies have equivalent widths EW (Hβ) > 10 Å (this criterion appli-
es only to galaxies with redshifts < 0.3, as we did not wish to reduce further the
very small number of galaxies with z > 0.3), EW ([O ii]λλ3727,3729) > 3 Å,
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EW ([O iii]λ5007) > 3 Å, and EW ([N ii]λ6584) > 2 Å. These additional restric-
tions insure that the chosen galaxies have a reasonably high star formation rate,
giving rise to reasonably strong emission lines that can be measured with good
accuracy.

Each so chosen spectrum was then examined visually and the noisy spectra
were rejected. The line fluxes of the remaining galaxies were then measured
with IRAF 2. The [O iii]λ5007)/Hβ vs [N ii]λ6584)/Hα diagram was then used
to reject AGNs [5], with the dividing line between H ii regions ionized by star
clusters and AGNs taken from [49].

The wavelength range of the SDSS spectra is 3800 Å—9300 Å, so that
for nearby galaxies with redshift z ≤ 0.023, the [O ii]λ3727+λ3729 emission
line is out of the observed range. Thus, all galaxies in our total sample have
redshifts greater than ∼0.023. For distant galaxies with redshift z ≥ 0.33, the
[S ii]λλ 6717,6731 emission lines are out of the observed range. The sulfur line
intensities are usually used as indicators of the electron density. They serve
also to distinguish between hot and warm H ii regions, in the framework of the
ON calibrations [106]. Since the sulfur lines are not present, we will assume
the electron density to be equal to 100 cm−3 and that our sample does not
contain hot H ii regions (i.e. those with 12 + log(O/H) ≤ 8.0). The redshift z
and stellar mass MS of each galaxy were taken from the MPA/JHU catalogs.
When the stellar mass of a galaxy with redshift z > 0.3 is not available in
the MPA/JHU catalogs, the mass of a galaxy was estimated from its absolute
magnitude Mz, its colour mz − mr and its Hβ equivalent width, using the
relation

logMS = −0.459Mz − 0.775 (mz −mr) + 0.363 + 0.083 logEW (Hβ)

for (mz −mr) < −0.3,

logMS = −0.61Mz + 0.43 (mz −mr)− 2.58− 0.24 logEW (Hβ)

for (mz −mr) > −0.3,

(3.29)

where the galaxy stellar mass MS is in units of solar masses. This relation was
derived by fitting the data for galaxies in the redshift interval 0.3 < z < 0.4
with available stellar masses in the MPA/JHU catalogs. We caution that this
relation is not a general relation for the determination of galaxy stellar masses.
It applies only within the small particular redshift interval defined above. It
should also be stressed that the derived masses serve only to select galaxies
with various masses to populate our different subsamples and are not used in
any calculation.

2 IRAF is distributed by National Optical Astronomical Observatories, which are
operated by the Association of Universities for Research in Astronomy, Inc., under cooperati-
ve agreement with the National Science Foundation.
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Fig. 3.20. The N/H—O/H dia-
gram. The gray points represent
individual galaxies from our four
SDSS subsamples with oxygen and
nitrogen abundances derived from
the ON calibrations from [106]. The
dark triangles show H ii regions in
nearby galaxies (a compilation in
[106]) with oxygen and nitrogen
abundances derived with the Te

method

The final database consists of 221 spectra of galaxies with MS = 1011.3M⊙
(with 74 objects with MS derived from Eq. 3.29), 259 spectra of galaxies with
MS = 1011.0M⊙ (60 objects with MS from Eq. 3.29), 244 spectra of galaxies
with MS = 1010.6M⊙ (32 objects with MS from Eq. 3.29), and 152 spectra
of galaxies with MS = 1010.2M⊙ (7 objects with MS from Eq. 3.29). The
measured emission-line fluxes are then corrected for interstellar reddening using
the theoretical Hα to Hβ ratio, in the same way as in [133]. O and N abundances
are then estimated for each galaxy, using the recent ON calibrations [106].
These calibrations give both O and N abundances over the whole metallicity
range with a satisfactory precision: the mean differences between O abundances
determined from these calibrations and from the direct Te method based on
the [O iii]λ4363 line is only ∼0.075 dex for O abundances, and only ∼0.05 dex
for N abundances.

3.5.3. Galaxy downsizing and the origin
of the scatter in the N/H — O/H diagram

We first check the accuracy of our abundance determinati-
ons. Fig. 3.20 shows the N/H—O/H diagram. The gray points represent galaxies
in our four SDSS subsamples with O and N abundances derived from the ON
calibrations. The dark triangles show H ii regions in nearby galaxies [106], with
O and N abundances derived with the Te method, commonly thought to be the
most accurate one. It is seen that the galaxies in our SDSS subsamples occupy
the same region in the N/H – O/H diagram as the H ii regions in nearby galaxi-
es with O and N abundances derived through the Te method. This confirms
that our ON-calibration-based O and N abundances are quite reliable. The
remarkable feature to note in the N/H—O/H diagram is the large scatter in
N/H values at a given O/H value. This holds as much for SDSS objects as for
H ii regions in nearby galaxies.
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Fig. 3.21. Oxygen abundances as a function of redshift for the four subsamples of
galaxies with different stellar masses. In each panel, labeled by the galaxy stellar
mass, the gray points represent individual galaxies. The solid line is the least-
squares best fit to those data. The dark filled triangle in the top panel shows the
Orion Nebula

We next investigate the redshift evolution of O abundances in each of the
four galaxy mass ranges (Fig. 3.21). In each panel labeled by the galaxies’
masses, the filled gray circles show individual galaxies. The solid line is the
best least-squares fit to those data. Inspection of the upper left panel shows
that there is no systematic variation with redshift of the O abundance in
galaxies with masses ∼1011.3M⊙ up to z = 0.4. This implies that these galaxies
have reached a high astration level some 4 Gyr ago, and have been somewhat
“lazy” in their evolution afterwards. The average value of the O abundances
for galaxies with stellar mass MS = 1011.3M⊙ is remarkably close to the O
abundance in the Orion nebula (12 + log(O/H) = 8.51) obtained by Esteban
et al. (2004) [31]. It is also in good agreement with the O abundances in
nearby luminous galaxies obtained by Moustakas et al. (2010) [72], using the
calibration from [103].

Comparison between the different panels of Fig. 3.21 shows clearly the
effect of galaxy downsizing. Massive galaxies do not show O enrichment: they
already reach a relatively high O abundance at z = 0.4, and that abundance
remains nearly constant until z = 0. The less massive galaxies do show O
enrichment: they have lower O abundances at z = 0.4, but these increase from
z = 0.4 to z = 0, and at the present epoch, they are nearly the same as in
massive galaxies.

We next investigate the origin of the scatter in the N/H—O/H diagram.
The upper left panel of Fig. 3.22 shows that diagram for the subsample that
contains our most massive galaxies, those with masses ∼1011.3M⊙. It is seen
that the scatter in the N/H—O/H diagram for this subsample of galaxies is
small, especially for galaxies with z ≤ 0.3 (see Fig. 3.23, to be discussed later).
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Fig. 3.22. N/H—O/H diagrams for the four subsamples of galaxies with different
stellar masses. In each panel, labeled by the galaxy stellar mass, the gray points
represent individual galaxies. The solid line in the left upper panel is the deri-
ved N/H—O/H relation for the most massive galaxy subsample, with masses
∼1011.3M⊙. The dashed lines show the ±2σ shifts from this relation. These dashed
lines are reproduced in all other panels

Using this subsample, we have derived the following relation between N/H and
O/H abundances

log(N/H) = 2.596 (±0.118) log(O/H)− 14.359 (±1.001). (3.30)

This relation has been derived in an iterative manner. First, a least-squares fit
was obtained for all data points with z < 0.3. Then, objects with deviations
larger than 2σ were rejected and a new least-squares fit derived. The final
fit is obtained when, after several iterations, the fits for two consecutive ones
coincide. The scatter in the N/H values relative to the final fit is σ = 0.037 dex.
The derived N/H—O/H relation is shown in the upper left panel of Fig. 3.22
by a solid line, while the dashed lines show ±2σ shifts from that relation. It
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Fig. 3.23. Deviations of the nitrogen abundance from the N/H—O/H relation,
derived for the most massive galaxy subsample (Eq. 3.30), as a function of redshift
for all four subsamples of galaxies with different stellar masses. In each panel,
labeled by the galaxy stellar mass, the gray points represent individual galaxies.
The dashed lines show the ±2σ deviations from the N/H—O/H relation

should be noted that this N/H—O/H relation is derived for a relatively small
range of O/H and, consequently, its slope cannot be determined with a high
precision. Therefore, it should not be used for O/H values beyond the above
specified range. To establish a more general N/H—O/H relation, a sample of
objects covering a more extended range in O/H would be needed.

The above relation links N/H and O/H in galaxies where O and N enri-
chment has already ceased. One would expect that galaxies with significant
star formation in the near past would be displaced towards lower N/H values
in the N/H—O/H diagram relative to this relation, because of the time delay
between N and O enrichment. Comparison between the four panels of Fig. 3.22
clearly shows this effect. The most massive galaxies define an upper envelope
in the N/H—O/H diagram and they do not show significant star formation in
the last 4 Gyr (Fig. 3.21). The lower-mass galaxies are shifted towards lower
N/H values and they show significant star formation during the same period
(Fig. 3.21). This is solid evidence that the differences in N/H for galaxies with
a given O/H are caused by the time delay between N and O enrichment.

Fig. 3.23 shows how the deviations of the N abundance from the N/H—
O/H relation (Eq. 3.30) vary with mass and redshift. The gray points represent
individual galaxies. The dashed lines show ±2σ deviations from that relation.
The N evolution with redshift in galaxies of different masses is a clearly due
to a galaxy downsizing effect. As the Universe ages, the sites of star formation
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shift from high-mass galaxies (log M = 11.3), where star formation and O
and N enrichment have ceased more than 4 Gyr ago, to lower-mass galaxies
(log M < 11.3) where active star formation and O and N enrichment are still
ongoing. Comparison of Figs. 3.23 and 3.21 shows that the downsizing effect
is more prominent for N than for O. This is because N is a secondary element
while O is a primary one.

To have comparable numbers of galaxies with low redshifts (0.02 < z <
< 0.15) in the highest-mass subsample of galaxies (MS = 1011.3M⊙) and in
the lowest-mass subsample (MS = 1010.2M⊙), we had to use a mass interval
dM = 0.10 in the first case, and a value about 66 times lower, dM = 0.0015, in
the second case. This implies that, at the current epoch, star formation events
occur nearly two orders of magnitude more often in low-mass galaxies than
in high-mass ones. Because of the time delay between O and N enrichment,
there is a downward shift towards lower N/H values for low-mass galaxies in
the N/H—O/H diagram (Fig. 3.23). This naturally explains the finding of [40]
that most of the local dwarf star-forming galaxies cluster at relatively low N/O
values in the N/O—O/H diagram.

Thus, the O and N abundance evolutions with redshift of the galaxies
clearly show the galaxy downsizing effect [20, 115], where enrichment (and
hence star formation) is shifted from high-mass galaxies at earlier cosmic times
to lower-mass galaxies at later epochs. The most massive galaxies where O and
N enrichment and star formation has already stopped, occupy a narrow band
in the N/H—O/H diagram, defining an upper envelope. On the other hand, the
less massive galaxies with significant star formation at the current epoch are
shifted downwards, towards lower N/H values. The scatter of N/H for a given
O/H is caused by the time delay between N and O enrichment and the different
star formation histories in different galaxies (the galaxy downsizing effect).

3.6. Summary

We have performed a detailed study of the chemical composi-
tion of the interstellar medium of nearby late type galaxies. A compilation
of more than 1000 published spectra of H ii regions in 54 nearby spiral and
irregular galaxies was carried out. The oxygen and nitrogen abundances in
each H ii region were recomputed in a homogeneous way. The parameters of
the radial distributions (the extrapolated central intersect value and the gradi-
ent) of the oxygen and nitrogen abundances were derived. The correlations
between oxygen abundance and macroscopic properties of galaxies are exami-
ned. The oxygen abundance in the disk of a galaxy at r = 0.4R25, where
R25 is the isophotal radius, is used as a characteristic (or representative)
oxygen abundance for spiral galaxies. The oxygen abundance in spiral galaxies
correlates with its luminosity, rotation velocity, and morphological type: the
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correlation with the rotation velocity may be slightly tighter. The slope of the
characteristic oxygen abundance—luminosity relationship for spiral galaxies is
slightly more shallow than the one for irregular galaxies.

We search for the maximum attainable value of oxygen abundance in spi-
ral galaxies. The luminosity—central metallicity diagram for spiral galaxies is
examined. There exists a plateau in the luminosity—central metallicity diagram
at high luminosities (–22.3 ≤ MB ≤ –20.3). This provides strong evidence that
the oxygen abundance in the centers of the most metal-rich luminous spi-
ral galaxies reaches the maximum attainable value of oxygen abundance. The
maximum value of the gas-phase oxygen abundance in H ii regions of spiral
galaxies is 12 + log(O/H) ∼ 8.87. Because some fraction of the oxygen (about
0.08 dex) is expected to be locked into dust grains, the maximum value of
the true gas+dust oxygen abundance in H ii regions of spiral galaxies is 12 +
+ log(O/H) ∼ 8.95. This value is a factor of ∼2 higher than the recently
estimated solar value.

The redshift evolution of oxygen and nitrogen abundances in star-forming
galaxies has been studied. Our study has been based on the SDSS data
base of a million spectra. The MPA/JHU catalogs of automatic line flux
measurements of the SDSS spectra have been used. We have paid particular
attention to the construction of a galaxy sample. We have devised a way
to recognize and exclude from consideration not only AGNs, but also star-
forming galaxies with large errors in their line flux measurements. We have
found that the requirement that nitrogen abundances, derived with different
calibration relations based on different emission lines, agree, can be used as
a reliable criterion to select star-forming galaxies with accurate line fluxes
measurements. Subsamples of star-forming SDSS galaxies have been extracted
from the MPA/JHU catalogs, using this criterion. The nitrogen and oxygen
abundances are estimated for these galaxies. The general picture of the oxygen
abundance evolution with redshift and galaxy stellar mass obtained here and in
previous work is confirmed and strengthened by consideration of the nitrogen
abundance evolution. The following main results have been obtained.

1. The galaxies of highest masses (those more massive than ∼ 1011.2M⊙)
do not show an appreciable enrichment in both oxygen and nitrogen from z =
= 0.25 to z = 0.05. Those galaxies have reached their high astration level in
such a distant past that their stars have returned their nucleosynthesis products
to the interstellar medium before z = 0.25.

2. The galaxies in the mass range from ∼1011.0M⊙ to ∼1011.2M⊙ do not
show an oxygen enrichment, but do show some enrichment in nitrogen. Those
galaxies also formed stars before z = 0.25, but at a later epoch in comparison
to the galaxies of highest masses. Their stars have not returned nitrogen to the
interstellar medium before z = 0.25 because they have not had enough time
to evolve.
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3. The late-type galaxies with masses lower than ∼1011M⊙ show enri-
chment in both oxygen and nitrogen abundances over the redshift period from
z = 0.25 to z = 0.05, i.e. during the last 3 Gyr. The oxygen enrichment increases
with decreasing galaxy mass, from MS = 1011M⊙ to MS = 109.9M⊙. It reaches
a value ∆log(O/H) ∼ 0.25 at MS = 109.9M⊙ and slightly decreases with further
decrease of galaxy mass. The nitrogen enrichment increases with decreasing
galaxy mass, from ∼1011M⊙ to ∼1010.2M⊙. It reaches a value ∆log(N/H)
∼0.65 at ∼1010.2M⊙ and slightly decreases with further decrease of galaxy
mass. Significant star formation has occurred in those galaxies during the
last 3 Gyr. They have converted up to 20 % of their total mass to stars over
this period.

We have examined the origin of the scatter of N/H among the galaxies
for a given O/H. The accuracy of automatic line flux measurements seems
is not good enough for investigating the origin of scatter in the N/H—O/H
diagram. Therefore we have carried out the manually measure the line fluxes
of selected galaxies in four intervals of galaxy stellar masses, ranging from
1011.3M⊙ to 1010.2M⊙. The oxygen and nitrogen abundances have been derived
using the recent accurate calibrations from [106]. The oxygen and nitrogen
abundance evolutions with redshift of the galaxies clearly show the galaxy
downsizing effect [20, 115], where enrichment (and hence star formation) is
shifted from high-mass galaxies at earlier cosmic times to lower-mass galaxies
at later epochs. The most massive galaxies where oxygen and nitrogen enrich-
ment and star formation has already stopped, occupy a narrow band in the
N/H—O/H diagram, defining an upper envelope. On the other hand, the less
massive galaxies with significant star formation at the current epoch are shifted
downwards, towards lower N/H values. Thus, the scatter of N/H for a given
O/H is caused by the time delay between N and O enrichment and the different
star formation histories in different galaxies (the galaxy downsizing effect).
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126. D.N. Spergel, R. Bean, O. Doré et al., Three-year Wilkinson Microwave Ani-
sotropy Probe (WMAP) observations: implications for cosmology, Astrophys. J.
Suppl. Ser. 170 (2007), 377—408.

127. G. Steigman, Primordial nucleosynthesis: successes and challenges, International
Journal of Modern Physics E 15 (2006), 1—35.

128. G. Steigman, Primordial nucleosynthesis in the precision cosmology era, Annual
Review of Nuclear and Particle Systems 57 (2007), 463—491.

129. G. Steigman, Neutrinos and BBN (and the CMB), 2008, astro-ph. 0807.3004.
130. G. Steigman, Primordial helium and the cosmic background radiation, Journal

of Cosmology and Astroparticle Physics. 4 (2010), 29.
131. G. Steigman, Primordial nucleosynthesis: A cosmological probe, in: Light

Elements in the Universe, Proceedings of the IAU Symposium, edited by
C. Charbonnel, M. Tosi, F. Primas, C. Chiappini, 268 (2010), p. 19—26.

132. G. Steigman, Primordial Nucleosynthesis: The Predicted and Observed Abun-
dances and Their Consequences, 2010, astro-ph 1008.4765.

133. T.X. Thuan, L.S. Pilyugin, I.A. Zinchenko, The redshift evolution of oxygen and
nitrogen abundances in emission-line SDSS galaxies, Astrophys. J. 712 (2010),
1029—1048.

134. M. Tosi, Models of galactic chemical evolution: the problem of uniqueness,
Astron. and Astrophys. 197 (1988), 33—46.

135. M. Tosi, The effect of metal-rich infall on galactic chemical evolution, Astron.
and Astrophys. 197 (1988), 47—51.

136. C.A. Tremonti, T.M. Heckman, G. Kauffmann et al., The origin of the mass—
metallicity relation: insight from 53000 star-forming galaxies in the Sloan Digital
Sky Survey, Astrophys. J. 613 (2004), 898—913.

137. L.B. van den Hoek, M.A.T. Groenewegen, New theoretical yields of intermediate
mass stars, Astron. and Astrophy. Suppl. Ser. 123 (1997), 305—328.

138. L. van Zee, J.J. Salzer, M.P. Haynes, A.A. O’Donoghue, T.J. Balonek, Spec-
troscopy of outlying H II regions in spiral galaxies: abundances and radial gradi-
ents, Astron. J. 116 (1998), 2805—2833.

139. L. van Zee, M.P. Haynes, Oxygen and Nitrogen in Isolated Dwarf Irregular Ga-
laxies, Astrophys. J. 636 (2006), 214—239.

140. M.B. Vila-Costas, M.G. Edmunds, The relation between abundance gradients
and physical properties of spiral galaxies, Mon. Not. Roy. Astron. Soc. 259
(1992), 121—145.

141. D.G. York, J. Adelman, J.E. Anderson et al., The Sloan Digital Sky Survey:
technical summary, Astron. J. 120 (2000), 1579—1587.

142. D. Zaritsky, R.C. Kennicutt, Jr., J.P. Huchra, H II regions and the abundance
properties of spiral galaxies, Astrophys. J. 420 (1994), 87—109.



CHAPT ER

�

DISSIPATIVE
N-BODY & GASODYNAMICAL
MODEL OF THE TRIAXIAL
PROTOGALAXY COLLAPSE
P.P. Berczik, S.G. Kravchuk, R. Spurzem, G.Hensler

4.1. Introduction

191

This work is devoted to the study of complex modelli-
ng of the formation and evolution of galaxies and galactic
structures using multivariate methods of numerical simu-
lation based on particle methods (the N-body problem).
Multi-dimensional gas-dynamic calculations were carried
out in the work with a particle-based method, namely
SPH — Smoothed Particle Hydrodynamics. In this this
work a newly-developed Chemo-Dynamical Smoothed Par-
ticle Hydrodynamic (CD-SPH) code is presented. The disk
galaxy is described as a multi-fragmented gas and star
system, embedded in a cold dark matter halo with a ri-
gid potential field. The star formation process, SNII, SNIa
and PN events, and the chemical enrichment of gas, have all
been considered within the framework of the standard SPH
model, which we use to describe the dynamical and chemical
evolution of triaxial disk-like galaxies. It is found that such
an approach provides a realistic description of the process of
formation, chemical and dynamical evolution of disk galaxi-
es over a cosmological timescale. As a first application, the
model is used to describe the chemical and photometric
evolution of a disk galaxy like the Milky Way. We also
present our recently developed 3D multi-phase chemo-dy-
namical code for galaxy evolution. It follows the evolution
of all components of a galaxy such as dark matter, stars,
and molecular clouds and diffuses interstellar matter (ISM).
Dark matter and stars are treated as collisionless N-bo-
dy systems. The ISM is numerically described by a SPH
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approach for the diffuse (hot/warm) gas and a sticky particle scheme for the
(cool) molecular clouds. Additionally, the galactic components are coupled by
several phase transitions such as star formation, stellar death or condensation
and evaporation processes within the ISM. As an example here we present the
dynamical, chemical and photometric evolution of a star forming dwarf galaxy.

The formation and evolution of galaxies and galactic subsystems is one of
the most intensively developing areas of modern astrophysics. This is primari-
ly defined by the huge quantity and very good quality of modern astrophysi-
cal observations and the extremely rapid development of current computer
technology. Modern computer systems can not only effectively handle large
amounts of observational data, but also can simulate complex astrophysi-
cal systems with unprecedented numerical resolution. Hence it is increasingly
important to provide effective and appropriate software that allows maximum
use of the available computing resources on modern parallel computer clusters.

The actuality of numerical simulations of a baryonic halo is determined
by a number of modern observations [65] and theoretical models [114, 115],
which show that our Galactic halo may contain a large amount of baryonic
matter, along with nonbaryonic “dark matter”. Our numerical simulation
further develops this idea and models the evolution of this baryonic halo and
its relationship with the Galactic disc itself.

Protogalactic triaxial collapse is a natural prerequisite for the formation of
large galactic systems with complex kinematics. The actuality of these simulati-
ons directly follows from the general conditions of the forming protogalactic
perturbations in the early stages of fragmentation in the universe [6, 54, 158].
Our numerical calculations follow the gas-dynamical evolution of such a tri-
axial collapsing system. We demonstrate the effectiveness of such models to
explain the complex kinematic structures of the galactic disc and bulge.

Modern observations of the galactic disk, which give us the kinematic [28,
90, 91, 150] and chemical [53, 92, 146] data, especially in the solar neigh-
borhood, put forward absolutely clear boundary conditions for the possible
scenarios of dynamic and chemical modelling of our Galaxy. Our self-consistent
chemo-dynamical modelling using a combined and integrated approach (N-
body + SPH gas-dynamic methods together) allows us to describe all of the
above observations in one unified scenario for the formation of the Galaxy and
Galactic disk.

Spectroscopic observations caried out by the space telecope FUSE (Far
Ultraviolet Spectroscopic Explorer) [100] for a number of dwarf galaxies have
shown [38] a significant difference (a factor of several, and sometimes up to
one order of magnitude) in the content of heavy elements in the different gas
phases of these objects. Only our multi-phase gas-dynamic calculations can
naturally explain such a difference between these chemical abundances, as seen
for oxygen and other heavy elements in the different gas phases.
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4.2. Dissipative N-body code for galaxy evolution
4.2.1. Introduction

Recent advances in galactic and extragalactic astrophysics
show the close link of a disk galaxy dynamical evolution and its chemical and
photometric behavior over the Hubble timescale. In spite of remarkable success
of the modern theory of galaxy chemical evolution in explaining the properties
of evolving galaxies [109] its serious shortcomings concern the multi parameter
character and practical neglecting of dynamical effects. The inclusion of sim-
plified dynamic into the chemical network [126] and vice versa the inclusion
of simplified chemical scheme into the sophisticated 3D hydrodynamical code
[138] gives very promising results and allows to avoid a formal approach typical
to standard theory.

In this paper the interplay between a disk galaxy dynamical evolution and
its chemical behavior is studied in a frame of a simplified model which provides
a realistic description of the process of galaxy formation and evolution over the
cosmological timescale.

4.2.2. Initial conditions

The evolving galaxy is treated as a system of baryonic frag-
ments embedded into the extended halo composed of dark nonbaryonic and
baryonic matter. The halo is modeled as a static structure with dark (DH)
and diluted baryonic (BH) halo components having Plummer — type density
profiles [47]:

ρBH(r) =
MBH
4
3πb

3
BH

b5BH

(r2 + b2BH)
5
2

and

ρDMH(r) =
MDMH
4
3πb

3
DMH

b5DMH

(r2 + b2DMH)
5
2

,

where
MDMH = 1012 M⊙, bDMH = 25 kpc,

MBH = 1011 M⊙, bBH = 15 kpc.

The dense baryonic matter (future galaxy disk and bulge) of total mass of
Mgas = 1011 M⊙ is assumed to be distributed among N = 2109 particles —
fragments. The single particle density profile is also assumed to be a Plummer
one. Its mass is taken to be mi = Mgas/N and radius hi = 1 kpc. Initially all
particles are smoothly placed inside the sphere of radius Rgas = 50 kpc and are
involved into the Hubble flow (H0 = 75 km/s/Mpc) and solid — body rotation
around z axis. The initial motion of this system is described as:

V(x, y, z) = [Ω(x, y, z)× r] +H0r+DV(x, y, z),
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where Ω(x, y, z) = (0, 0, 1) · Ωcir is an angular velocity of the rotating sphere,
Ωcir = Vcir/Rgas and

Vcir =

√
G

Mgas +MDMH +MBH

Rgas
.

The components DVx, DVy, DVz of the random velocity DV vector are
assumed to be initially randomly distributed within an interval 0÷ 10 km/s.

4.2.3. N-body code

The dynamical evolution of baryonic matter fragments
which are subjected to gravitational influences of DM—baryonic halo and
interfragment interactions is followed by means of effective N-body integrator
with individual time step. The dynamics of such N-body system is described
by following equations: {

dRi/dt = Vi,

dVi/dt = Ai(R,V).
(4.1)

The acceleration of i-th particle Ai is defined as a sum of three components.

Ai = AINT
i +AEXT

i +AV ISC
i , (4.2)

where the first term AINT
i accounts for gravitational interactions between frag-

ments. The second one AEXT
i is defined as an external gravitational accelerati-

on caused by the DM and baryonic halo. The last term AV ISC
i corresponds to

the viscous deceleration of fragment when passing through the baryonic halo.
The gravitational interaction between fragments is defined as the interacti-

on of N Plummer profile elements:

AINT
i = −G ·

N∑
j=1, j ̸=i

mj

(R2
ij + h2ij)

3
2

·Rij , (4.3)

here hij = (hi + hj)/2 and Rij = Ri −Rj .
Accounting for that the halo DM and baryonic components are also

Plummer spheres the second term becomes:

AEXT
i = −G ·

(
MDMH

(R2
i + b2DMH)

3
2

+
MBH

(R2
i + b2BH)

3
2

)
·Ri. (4.4)

The form of the last term AV ISC
i will be discussed in the next subsection.

The characteristic time step δti in the integration procedure for each parti-
cle is defined as:

δti = Const ·min
j

[√
|Rij |
|Aij |

,
|Rij |
|Vij |

]
, (4.5)

where the Vij = Vi −Vj and the Aij = Ai −Aj .
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Here the Const is a numerical parameter equal to Const = 10−2 that provi-
des a nice momentum and energy conservation over the integration interval of
about 15 Gyr. For example, in the conservative case (when viscosity of the
system is set equal to 0), the final total error in the energy equation is less
than 1%.

4.2.4. Viscosity model

The viscosity term AV ISC
i is artificially introduced into the

model so as to match the results of more sophisticated SPH approach on
dynamical evolution of disk galaxies. The best fitness of results of this simp-
lified approach with SPH modeling data (see e.g. [11]) is achieved when the
momentum exchange between the baryonic halo and moving particles is mo-
deled by the following expression:

AV ISC
i = −k ·Vi ·

|Vi|
RV ISC

· ρBH(r)

ρV ISC
·

mgas
i

mgas
i +mstar

i

, (4.6)

here ρV ISC and RV ISC are numerical parameters set equal to ρV ISC =
= 0.2 cm−3 and RV ISC = 10 kpc. The vector Vi is a particle velocity vector. It
is to be noted that single particle is assumed to have a total mass which doesn’t
change with time and is defined as sum mi ≡ mgas

i +mstar
i . But masses of its

gas and star components mgas
i and mstar

i are variable values and are defined
by the temporal evolutionary status of the given fragment. Initially mstar

i = 0.
The results of fitness show that for z component of viscosity term k = 1. In the
galaxy plane where it is necessary to account for baryonic halo and baryonic
fragments partial corrotation the dynamical friction is decreased and for x, y
component of viscosity term k reduced to the value 0.15.

4.2.5. Density definition

In the frame of the multi fragmented model the definition
of local gas density is introduced in the SPH manner, e.g. local gas density
depends on the total mass of matter contained in the sphere of radius Hi

around the i-th particle. For each i-th particle the value of its smoothing radius
Hi is chose (using the quicksort algorithm) requiring that the volume of such
radius compraises NB = 21 nearest particles (i.e. ≈ 1% of total number of
particles N). Therefore, the total mass Mi and density of gas ρi inside this
sphere are defined as

Mi =
N∑
j=1

∆mgas
ij , ρi =

Mi
4
3πH

3
i

, (4.7)

where ∆mgas
ij is defined as

if |Rij | > (Hi + hj) => ∆mgas
ij = 0,
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if |Rij | < (Hi − hj) => ∆mgas
ij = mgas

j ,

else ∆mgas
ij = mgas

j · Hi + hj − |Rij |
2 · hj

.

4.2.6. Star formation and SN explosions

A forming disk galaxy is modelled as a system of interacting
fragments (named as particles) embedded into the extended halo. Each partic-
le is composed of gas and stellar components and its total mass is defined as
mi ≡ mgas

i + mstar
i . Initially all particles are purely gaseous and, therefore,

initially mstar
i = 0. To follow a particle star formation (SF) activity a speci-

al timemark tbegSFi is introduced which initially is set equal to tbegSFi = 0.
The particles eligible to star formation events are chosen as particles which
still have a sufficient amount of the gas component and their densities exceed
some critical value ρminSF during some fixed time interval ∆tSF (of order of
free-fall time): 

ρi > ρminSF ,

ti − tbegSFi > ∆tSF ,

mgas
i /(mgas

i +mstar
i ) > 10−4,

(4.8)

here ∆tSF = 50 Myr, and ρminSF = 0.01 cm−3 (this last value is not crucial
and is only limiting one).

If the particle was subjected to SF activity the parameter tbegSFi is set
equal to tbegSFi = ti, and mstar

i and mgas
i are redefined as{

mstar
i := ϵ · (1−R) ·mgas

i +mstar
i ,

mgas
i := (1− ϵ · (1−R)) ·mgas

i ,
(4.9)

here ϵ is a SF efficiency which is defined as:

ϵ = α · ρi
ρSF

(
1− exp

(
−ρSF

ρi

))
, (4.10)

therefore:
if

ρi
ρSF

→ 0 => ϵ → α · ρi
ρSF

,

if
ρSF
ρi

→ 0 => ϵ → α.

To match available observational data on star formation efficiency (see
e.g. [159]) parameters α and ρSF are set equal to α = 0.5 and ρSF = 10 cm−3.
The chemical evolution of each separate fragment is treated in the frame of
one — zone close box model with instantaneous recycling. In the frame of this
approach for the returned fraction of gas from evolved stars is taken a standard
value R = 0.25.
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Following the instantenuous recycling approximation it is assumed that
after each SF and SN explosions the heavy element enriched gas is returned to
the system and mixed with old (heavy element deficient) gas. After each act of
SF and SN explosions the value of heavy element abundances of gas in particle
is upgraded according to:

Zi := Zi +
ϵ ·R ·∆Z

1− ϵ · (1−R)
, (4.11)

the value ∆Z = 0.01 is used as an average value for all values of Z = 0.001÷
0.04 (see [11]). Initially Zi = 0.0 in all particles.

4.2.7. Conclusion

The proposed simple model provides the self-consistent picture of the process
of galaxy formation, its dynamical and chemical evolution is in agreement with
the results of more sophisticated approaches (see e.g. [11, 120,126,138]).

• The rapidly rotating protogalaxy finally formed a three — component
system resembling a typical spiral galaxies: a thin disk and spheroidal
component made of gas and/or stars and a dark matter halo.

Fig. 4.1 and Fig. 4.2 show respectively the star formation rate and the
galaxy total stellar mass as a function of time. Fig. 4.3 shows the cylindrical

Fig. 4.1. The variation of total star formation rate of forming disk
galaxy with time
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Fig. 4.2. The growth of galaxy stellar mass with time

Fig. 4.3. The cylindrycal distribution of masses of stellar (upper curve)
and gaseous (lower one) components as a function of distance from
galaxy center in a galactic plane

198



4.2.Dissipative N-body code for galaxy evolution

Fig. 4.4. The model galaxy gaseous component volume density radial
distribution

distribution of stellar (upper curve) and gaseous (lower one) components of the
final model disk galaxy as a function of a distance from the galaxy center in
the galactic plane. The total star formation rate (SFR) is a succession of short
bursts which doesn’t exceed 28M⊙/yr. During first 2 Gyr of evolution only
about 20 % of total galaxy mass is transforms into the stars. The SFR gradually
decreases, during the further evolution, to the value of about 2M⊙/yr typical
for our own Galaxy. The final total stellar and gas mass of the model galaxy
disk are about 92 % and 8 %. All these data as well as volume (see Fig. 4.4) and
surface (see Fig. 4.5) densities distributions of stellar and gaseous components
are in nice agreement with present date observational data [78,109].

• The disk component possesses a typical spiral galaxy rotation curve and
the distribution of radial and Vz-th velocities of baryonic particles clearly show
the presence of the central bulge (see Fig. 4.7 and Fig. 4.8).

• The metallicities and the global metallicity gradient resemble distributi-
ons observed in our own Galaxy (Fig. 4.6). The averaged observed value of
global metallicity Z/Z⊙(r) (see [109]) is shown in this Fig. 4.6 as a solid line.

199



CHAPTER 4. Dissipative N-body & gasodynamical model

4.3. Galaxy as dynamical
system with accreting cold gas halo
4.3.1. Introduction

The structural properties of present-day galaxies strongly
depend on physical parameters of initial proto-galactic clouds. In the standard
scenario it is believed that a universe was seeded at some early epoch with
small density fluctuations of dark non-baryonic matter. These small fluctuati-
ons, implified by self-gravity, provided the formation of quasy-equilibrium
structures — future dark halos. Next processes of galaxy formation involved
collapse of baryons within potential wells of such dark halos [157].

The dark matter problem is rather controversial one. Primordial nucleo-
synthesis constraints allow the significant fraction of dark matter in galactic
halos to be ordinary baryonic matter [50]. Morever, considerable amount of
dark matter of baryonic nature could be tied up in hidden, low surface bri-
ghtness galaxies [48]. Recent observational data (e.g. [4,83,84]) provide serious

Fig. 4.5. The surface density radial distributions of stellar and gaseous
components (stellar component is shown by filled stars, gaseous one by
asterisks). Theoretical distributions (not scaled) of surface density for
radial exponential scale lengthes 2.0 and 3.0 kpc are shown below by
lines
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Fig. 4.6. The radial distribution of heavy element abundances (avera-
ged observed distribution of z for our Galaxy is shown by solid line)

arguments on the existence of large amount of cold molecular and neutral
hydrogen in outer regions of galaxies.

Recent observations of microlensing events in the Large Magellanic Cloud
and in the Galactic bulge also suggest that the essential part of the galactic
halo could be in the form of Massive Halo Objects (MHO) of average mass of
about 0.1M⊙ [2, 149]. De Paolis et al. [49] argue that the halo of our Galaxy
is mainly baryonic and propose a scenario in which dark cluster of MHO
and/or H2 molecular clouds are formed in the halo at galacentric distances
larger than 10 ÷ 20 kpc. Henriksen & Widrow [65] also support the idea that
MACHO/EROS events correspond to the gravitational amplification by small
clouds formed from a primordial mixture of hydrogen and helium with M of
about 0.1M⊙ and R of about 1014 cm. On the other hand galaxy chemical
evolution simulations inevitably require the existence of the permanent inflow
of baryonic material into the galactic disc [116, 147]. The observed rate of
the baryonic matter delivering from the Galactic disk into the halo by means
of wind and/or explosion phenomena and back via accretion into the disk is
insufficient to compensate the rate of gas consumption in the Galactic disk
(e.g. [109,147]).

In the paper [115] the authors suppose that at the level of individual disc
galaxies the essential part of dark matter could be in the form of cold molecular
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Fig. 4.7. The final distribution of Vz-th velocities of baryonic gas —
stellar particles

Fig. 4.8. The final galaxy rotation curve
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gas cloudlets, which have radii of about 30 AU and masses of the order of
Jupiter. And, what is essential, such objects cannot be detected and therefore
are really “invisible” [160]. This hypothesis provides reasonable explanation
of flat rotation curves, constant ratio of dark matter to HI mass in the outer
spiral discs, the larger amount of visible gas in interacting galaxies with respect
to the isolated ones, solution of gas consumption problem of spiral galaxies
(e.g. [115]), morphology of nearby star formation regions [82] etc.

In this paper, taking into account the existence of the strong link between
the behavior of the galactic disk surface density and baryonic halo parameters,
we try to determine global system parameters which fit observed properties of
the galactic disk in the Solar cylinder.

4.3.2. The model

Consider the galactic system having the halo which contain
beside non-baryonic component baryonic matter in the form of small cold
molecular cloudlets.

4.3.3. “Particles” representing the baryonic halo

According to [114] baryonic dark matter was supposed to
exist in the form of molecular cloudlets having radii of about 30 AU, masses of
the order of Jupiter. Their average density and column density are respectively
109 cm−3 and 1024 cm−2. They are gravitationally bound, and almost isother-
mal with a temperature of about 3 K. The total mass of this baryonic dark
matter Mhalo is a model parameter and to be determined via model fitting
with existing observational and model data.

It is to be noted that due to numerical problems the number of considered
particles can’t be chosen arbitrary large. But as was checked by our numeri-
cal simulation, instead of detailed treatment of dynamics of each elementary
cloudlet we can study the evolution of the dark baryonic halo which contain
some large but limited number of effective “particles” of significantly larger
masses. Therefore, the total number of “particles” was chosen to be N = 2109
providing the relevant description of system’s dynamics. The mass of separate
elementary “particle” was taken to be mi = Mhalo/N .

At the initial moment t = 0 the initially spherical halo of radius Ahalo =
= 100 kpc was divided onto homogeneous cubic cells and the center of each
“particle” was placed into each cubic cell. It was assumed that initially all
“particles” had isotropic chaotic velocities and were involved into the general
halo rotational motion.

The initial rotational velocity field was defined by the initial angular veloci-
ty Ω0(x, y, z) as:

V0(x, y, z) = [Ω0(x, y, z)× r],
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where Ω0(x, y, z) is the additional model parameter which is to be determined
by fitting procedure.

In numerical simulations initial velocity components were generated as:
Vxi = (Ω0y · z − Ω0z · y) + (∆Vx − rand() · 2 ·∆Vx),

Vyi = (Ω0z · x− Ω0x · z) + (∆Vy − rand() · 2 ·∆Vy),

Vzi = (Ω0x · y − Ω0y · x) + (∆Vz − rand() · 2 ·∆Vz),

(4.12)

here the function rand() generates the random numbers between 0 ÷ 1 and
∆Vx = ∆Vy = ∆Vz = 7.7 km/s. These additional motions can be interpreted
as the initial kinetic temperature Tkin of “cloudlets gas”, which is about
Tkin = 104 K.

The integration of equation of motion for every “particle” was carri-
ed out by N-body integrator realized as the modified Smoothed Particle
Hydrodynamics (SPH) algorithm of individual time step [20].

System gravitational potential. The process of galaxy formation
involves the collapse of baryons within the potential well of the quasy-equi-
librium dark halo. In spite of the fact that the total gravitational potential
of such system is determined by the bulge, disk and dark non-baryonic and
baryonic halo components its global properties depend mainly on the para-
meters of the dark halo and initial protogalaxy angular momentum. There-
fore, for estimations as the starting value we can use the present-day form of
galaxy gravitational potential. According to [85] it can be described by three-
component model:

Φ1(x, y, z) = − G ·M1√
x2 + y2 + (a1 +

√
b21 + z2)2

,

Φ2(x, y, z) = − G ·M2√
x2 + y2 + (a2 +

√
b22 + z2)2

,

where M1 = 2.05 ·1010M⊙, a1 = 0.0 kpc, b1 = 0.495 kpc, M2 = 2.547 ·1011M⊙,
a2 = 7.258 kpc, b2 = 0.52 kpc.

If a = 0 this is simply the Plummer spherical potential and for b = 0 this
is the Kuzmin thin — disk one.

For third component:

Φ3(x, y, z) = −G ·M3

rnbh
·
(
ln(1 + q) +

1

1 + q

)
− Φ0, (4.13)

where the parameter q is defined as q =

√
x2 + y2 + z2

rnbh
and M3 = 1.35×

× 1011M⊙, rnbh = 13.0 kpc, Φ0 = 1.4 ·1011 (m/s)2.
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In order to follow the process of Galaxy formation in numerical simulations
additional term was included, which account for the evolving baryonic halo and
growing disk. This last variable term was calculated in the process of numerical
modeling of the whole system evolution.

The gravitational potential of captured matter in the disk was determined
as potential of homogeneous ellipsoidal figure [40]:

Φac(x, y, z) = π ·G · ρac
aacbaccac
a′acb

′
acc

′
ac

× [A1(a
′2
ac − x2) ·A2(b

′2
ac − y2) ·A3(c

′2
ac − z2)],

where: 

A1 = 2 · b′ac · c′ac
F − E

a′2ac · sin3(ϕ) · sin2(θ)
,

A2 = 2 · b′ac · c′ac
E − F · cos2(θ)− c′ac/b

′
ac · sin2(θ) · sin(ϕ)

a′2ac · sin3(ϕ) · sin2(θ) · cos2(θ)
,

A3 = 2 · b′ac · c′ac
b′ac/c

′
ac · sin(ϕ)− E

a′2ac · sin3(ϕ) · cos2(θ)
,

and: 
a′ac = aac + λ,

b′ac = bac + λ,

c′ac = cac + λ,

the λ is the largest root value of the equation:
x2

aac + λ
+

y2

bac + λ
+

z2

cac + λ
= 1,

and: 
sin(θ) = k =

√
a′2ac − b′2ac
a′2ac − c′2ac

,

cos(ϕ) =
c′ac
a′ac

.

Here E and F are elliptical integrals:
E =

ϕ∫
0

√
1− k2 · sin2(ϕ) dϕ,

F =

ϕ∫
0

1√
1− k2 · sin2(ϕ)

dϕ.

For more detailed information the reader is referred to [19].
The capturing disk. Simple estimations show that owing to the halo low

density, the process of ram pressure retardation of gas cloudlets in this region is
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negligible. The effective process of gravitational and ram pressure retardation
is confined only to the region of the galactic disk. In order to estimate the role
of the process of capturing of halo “particles” by the galactic disk (via ram
pressure retardation) into the numerical model we artificially introduce the
region of capturing disk as an ellipsoid with semiaxies aac > bac > cac, which
mimic the parameters of our Galaxy disk:

aac = 20.0 kpc, bac = 19.9 kpc, cac = 1.0 kpc.

For the initial moment capturing disk mass defined as Mac was set
equal zero. For any other moment t its total mass included as captured and
temporarily occupying disk transient “particles”.

When the halo “particle” droped into the region occupied by the capturing
disk, with probability P , which was the model parameter, it was added to the
disk. This process caused the changing of following parameters:{

Mac = Mac +mi,

Mhalo = Mhalo −mi.

To follow surface density variations, the capturing disk was divided onto
M = 11 circular rings of width ∆r = aac/M or about ∆r ≈ 1.8 kpc. The ring
radius was defined as: rj = j · aac/M . For any given moment t the mass in the
circular ring (between radii rj ÷ rj +∆r) was ∆Mac(rj ; t) and, therefore, the
captured gas surface density was defined as:

σ(rj ; t) =
∆Mac(rj ; t)

π · (2 · rj ·∆r +∆r2)
.

4.3.4. Results and discussion

Our numerical simulations of the evolution of the galactic
system, having baryonic halo in the form of “invisible” small hydrogen clouds,
have shown that the behavior of the galactic disk surface density as a functi-
on of time and galactocentric distance is very sensitive to the adopted halo
parameters. This allowed to determine baryonic halo parameters by fitting
results of model calculations for different initial conditions with available data
on age, mass inflow rate and the galactic disk surface density.

Modern observational data show that the present baryonic matter surface
density in the Solar cylinder is σ ≈ 50M⊙/pc2. The age estimation provide the
value of about t ≈ 13 Gyr. (e.g. [57, 109]). Additionally, in [148] the authors,
estimating thr maximum accretion rate consistent with both vertical scalength
in the disk and local velocity dispersion, argue that not more than 10% of the
total disk mass were accreted in past 5 Gyr.
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Fig. 4.9. The evolution of disk surface density at dif-
ferent Galactic radii (σ(t) in M⊙/pc

2)

Our numerical simulations show that only model with additional baryonic
halo of initial mass of Mhalo = 2 ·1011M⊙, which have the flat rotation curve
of type:

Ω0z = ω ·
√

G ·MHALO/AHALO√
A2

HALO/100 + x2 + y2
,

which mimics the disk rotation curve, fits well these observational data. Here
ω is the dimensionless parameter of angular velocity equal to 1.0. The present
shape of such baryonic halo could be described as an oblate ellipsoidal figure
(thick disk) with large semiaxis of about 70 kpc and small one of about 30 kpc.

The other model parameter, concerning the capturing disk, is the value of
capturing probability. It was taken to be P = 0.01. The comparison of column
density of molecular cloudlet with that of typical Giant Molecular Cloud show
that such value is a typical one for the probability of cloudlet capturing in the
galactic disk. But our simulations show that the influence of of this parameter
on the system behavior is rather weak as the main role plays here the process
of gravitational capture.

The most controversial moment in our treatment concerns the adopted
form of initial galactic potential. But it should be noted that the main role
in the process of galaxy formation plays dark nonbaryonic matter. The global
properties of forming galaxy are determined mainly by nonbaryonic matter
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Fig. 4.10. The variation of disk mass (mass in
1011 M⊙)

parameters as the process of galaxy formation involves the collapse of baryons
within the potential well of quasy-equilibrium dark halo.

The resulting surface density σ(t) variations with time for different radii
are shown in Fig. 4.9, where the surface density variation in the central region
of the disk is presented by the curve a), the surface density in the Solar vicinity
(between radii ≈9÷ 11 kpc) is shown by the curve b) and the surface density
at the edge of the disk is referred to the curve c). In Fig. 4.10 the evolution of
the disk mass as the function of time is presented.

Finally, it is to be noted that the accretion of halo cloudlets onto the
galactic disc can significantly modify the Galaxy chemical evolution and can
serve as an efficient supporting mechanism of supersonic turbulent motions
observed in Giant Molecular Clouds (GMC). Such selfgravitating cloudlets,
captured by GMC, could be seeds triggering a formation of stars with cores
which initially are almost depleted of heavy elements and such process can
seriously affect their observational properties such as evolutional time — scale,
neutrino fluxes etc.
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4.4. Gasodynamical model
of the triaxial protogalaxies collapse.
Isothermal and adiabatic solutions
4.4.1. Introduction

We not discuss here in detail the process lead to the formati-
on of triaxial protogalaxy. This is the independent cosmological problem that
needs the separate investigation. But, as we know, the protogalactic perturbati-
on in early universe may be triaxial [6, 54, 158]. Therefore, when the galaxy
is formed through the evolution of triaxial protogalaxy fragment the resulting
galaxy also may be triaxial.

The problem of origin of the initial angular momentum of protogalaxy
have many different solutions [41, 154]. But, in common cases, the models
shows that there exists probability that the protogalaxy have the initial
total angular momentum vector which doesn’t coincide with any of main
axis of triaxial initial protogalactic figure. Then, in a result of dynamical
collapse we can expect a triaxial galaxy having complicated internal kinema-
tics [44].

The number of data, that galaxies are triaxial in their majority, increases
steadily. First of all, elliptical galaxies are triaxial [29, 30, 70]. This conclusion,
in many cases, follows from the analysis of shape and brightness distributi-
on of images of elliptical galaxies. Still more convincing data on the triaxial
shape of ellipticals give their kinematical properties. New investigations con-
firm this idea and now we may make the conclusion that all ellipticals are
triaxial [51, 58, 59, 75].

The warping processes in the disk system also possible to examine as evi-
dence of general triaxiality of this system [31]. Asymmetries in the distribution
of light and neutral hydrogen also often observed in disk galaxies [122]. On
the base of data about the bar-galaxies we conclude that in a considerable
part of such systems have essentially triaxial gravitational potential [113].
Now the number of data about triaxiality of bulges in spiral galaxies steadi-
ly increases [27, 156]. The Milkyway galaxy and M31 also may be have the
extended triaxial bulges [33,34].

In real, exists some various processes that can lead to the formation of tria-
xial galaxies as for example “cold” dissipatinless collapse of spherical systems
[1, 153]. But, for great number of triaxial shaping among galaxies generates
the idea that triaxial configuration can initially exists on a protogalactic stage
of evolution. We expect that this triaxial form already exists on the early
state of evolution of protogalaxies, when the star formation still not start
and protogalaxies have only pure gas components. From our point of view,
the triaxality of protogalaxies may be the main generating factor of present
triaxial shape of galaxies.
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In this paper we consider a case, when in initial state a protogalaxy is a
homogeneous triaxial ellipsoide having an angular momentum directed arbi-
trary in space. Simulations were carried out by SPH method. The properties
of early gas galaxies, that can be formed in a result of isothermal or adiabatic
collapse, are considered.

In the next paper, we will describe the result of the next series of models,
in which we will include the star formation process in evolution of triaxial
protogalaxy.

4.4.2. The SPH code
for simulations of galaxy formation

Basic principles. Continuous hydrodynamic fields in SPH
are described by the interpolation functions constructed from the known values
of these functions at randomly positioned particles. In this case the mean value
of a physical field f(r) at the point r can be written as [96,98]:

⟨f(r)⟩ =
∫

f(r′) ·W (r− r′;h)dr′, (4.14)

where W (r− r′;h) is the kernel function and h is the softening constant.
The function W (u;h) is strongly peaked at |u| = 0, and we can consider

it without any loss of generality as belonging to the class of even functions. In
this case it is not difficult to demonstrate [67] that the average value ⟨f(r)⟩
represents the real function f(r), with an error not higher then O(h2):

Consider a fluid with the density ρ(r). We rewrite (4.14) in the form:

⟨f(r)⟩ =
∫

f(r′)

ρ(r′)
·W (r− r′;h) · ρ(r′)dr′. (4.15)

Let us imagine that f(r) and ρ(r) are known only at N discrete points ri.
Then, equation (4.15) gives:

fi =
N∑
j=1

mj ·
fj
ρj

·Wij , (4.16)

here fi ≡ f(ri), ρi ≡ ρ(ri), Wij ≡ W (ri − rj ;h) and mi is a mass of particle i.
Using (4.16), we approximate the hydrodynamic field by an analytical

function which is differentiable as many times as the kernel Wij .
Following to [98] for the kernel function Wij we will use the spline expressi-

on in the form:

Wij =
1

πh3


1− 3

2

(uij
h

)2
+

3

4

(uij
h

)3
, if 0 ≤ uij

h
≤ 1;

1

4

(
2− uij

h

)3
, if 1 ≤ uij

h
≤ 2;

0, otherwise.

(4.17)
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The local resolution in SPH is defined by the chosen smoothing length
h. If it is the same for all points, the hydrodynamic field will be evidently
approximated more smoothly in the regions where the points lie more closely,
i.e. where the density is higher.

To achive the same level of accuracy for all points in the fluid it is necessary
to use a spatially variable smoothing length. In this case each particle has its
individual value of h. Following to [67], instead of (4.14) we will write:

⟨f(r)⟩ =
∫

f(r′) · 1
2
· [W (δr;h) +W (δr;h′)]dr′, (4.18)

here δr ≡ r− r′ , h ≡ h(r) and h′ ≡ h(r′). For the density ρ(r) it gives:

⟨ρ(ri)⟩ =
N∑
j=1

mj ·
1

2
· [W (rij ;hi) +W (rij ;hj)]. (4.19)

Other hydrodynamic functions are written in the same manner.
Many different procedures were proposed for choosing of individual smo-

thing lengths hi. In our calculations the values of hi were determined from the
condition that the number of particles NB in the neighborhood of each particle
remains constant. The value of NB is chosen such that a certain fraction from
the total number of particles N affect the local flow characteristics [68].

Hydrodynamics equations. If the density is computed according to the
equation (4.19), then the continuity equation is satisfied automatically. The
equations of motion for particle i are

dri
dt

= vi, (4.20)

dvi

dt
= −∇iPi

ρi
+ avisi −∇iΦi, (4.21)

where Pi is the pressure, Φi is the gravitational potential, avisi is an artificial
viscosity term. Using the equations (4.18) and (4.19) we can write:

∇iPi

ρi
=

N∑
j=1

mj ·
1

2
·

(
Pi

ρ2i
+

Pj

ρ2j

)
×

× [∇iW (rij ;hi) +∇iW (rij ;hj)]. (4.22)

The artificial viscosity term avisi is introduced to describe the flows with
shock waves. In present calculations the viscous acceleration was introduced
by replacing (Pi/ρ

2
i + Pj/ρ

2
j ) in equation (4.22) by (Pi/ρ

2
i + Pj/ρ

2
j )(1 + πij).

The expression for πij has the form [69]:

πij = −α · µij + β · µ2
ij , (4.23)
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where α and β are constants, and µij is defined by the relation:

µij =


hij(vij · rij)

cij(r2ij + n2 · h2ij)
, if (vij · rij) < 0;

0, otherwise,
(4.24)

here cij = (ci + cj)/2 is the sound speed averaged for points i and j; hij =
= (hi+hj)/2; rij = (ri− rj) and vij = (vi−vj) is the relative velocity vector
for the points i and j. The term n2 ·h2ij is inserted to prevent divergences when
rij = 0 and it should be small enough. The constant n was set equal 0.1. For
the constant α and β in (4.23) the values α = 1 and β = 2 give good results
in a wide range of the Mach numbers [96].

By using equation (4.17), for the gravitational acceleration −∇iΦi one
gets [68]:

−∇iΦi = −1

2
·

N∑
j=1

G ·mj ·
rij
r3ij

· [g(ui) + g(uj)], (4.25)

where:

g(uk) =



4

3
· u3k −

6

5
· u5k +

1

2
· u6k, if 0 ≤ uk ≤ 1;

− 1

15
+

8

3
u3k − 3u4k +

6

5
u5k −

1

6
u6k, if 1 ≤ uk ≤ 2;

1, otherwise,
and uk =

rij
hk

.

When isothermal flows are considered, the system of equations is closed
by adding the equation of state:

Pi = ρi · c2i , (4.26)

where ci is the isothermal speed of sound.
For adiabatic flows the energy equation in the particle representation has

the form:
dui
dt

=

N∑
j=1

mj ·
1

4
·

(
Pi

ρ2i
+

Pj

ρ2j

)
· (1 + πij)×

× [∇iW (rij ;hi) +∇iW (rij ;hj)] · vij . (4.27)

where ui is the specific internal energy of particle i. And to close the system
the equation of state must be added, that can be written in the form:

Pi = ρi · (γ − 1) · ui, (4.28)

where γ is the adiabatic index.
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The SPH code. To solve the system of equations (4.20), (4.21) and (4.27)
we use the algorithm of individual time steps. This system of equations has
the form: 

dri/dt = vi;

dvi/dt = Fi(P, ρ, r,v);

dui/dt = Gi(P, ρ, r,v).

(4.29)

The time step δti for each paricle depends on the particle’s acceleration ai
and velocity vi, as well on viscous forces.

To define δti we will use the relation [68]:

δti = Cnmin

[(
hi
|ai|

)1/2
,

hi
|vi|

,
hi
si

]
, (4.30)

where si = ci · (1 + α + 0.68 · β ·maxj |µij |) and Cn is the Courant’s number.
Usually Cn = 0.01÷ 0.1.

The system of equations (4.29) is integrated in five steps.
Step one. Let ti and δti be the current time and time step for i - th particle.

We pick out such a particle i∗ that have the minimum value of ti + δti. For
this particle t∗ = ti∗ , δt∗ = δti∗ . Thereafter we find for other particles:

δt
(1/2)
i =

1

2
· δt∗ + (t∗ − ti),

and:
δt

(1)
i = δt∗ + (t∗ − ti).

Step two. Using the Euler method (yn+1 − yn = ∆x · f(x, yn)), we predict
the values of r

(n+1/2)
i , v(n+1/2)

i , u(n+1/2)
i and ρ

(n+1/2)
i for all particles at the

moment t = ti + δt
(1/2)
i . To obtaine ρ

(n+1/2)
i for all particles except i∗, we use

equation (4.19) in which only rij varies with time. The calculation relations
are: 

r
(n+1/2)
i = r

(n)
i + δt

(1/2)
i · v(n)

i ;

v
(n+1/2)
i = v

(n)
i + δt

(1/2)
i · F(n)

i (P, ρ, r,v);

u
(n+1/2)
i = u

(n)
i + δt

(1/2)
i ·G(n)

i (P, ρ, r,v);

ρ
(n+1/2)
i = ρ

(n)
i + δt

(1/2)
i ×

N∑
j=1

mj
1

2
[Ẇ (rij ;hi) + Ẇ (rij ;hj)],

(4.31)

where:

Ẇ (rij ;h) =
1

πh3


3

4

vijrij
h2

(
3
rij
h

− 4
)
, if 0 ≤ rij

h
≤ 1;

−3

4

vijrij
hrij

(
2− rij

h

)2
, if 1 ≤ rij

h
≤ 2;

0, otherwise.
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The values thus obtained need not be stored in separate arrays, they are
used only for exact integration of the equation for the particle i∗.

Step three. The density ρ∗ is most sensitive to time variations on the
interval δt∗. Therefore, we firstly by the quicksort algorithm find a new value of
h
(n+1/2)
∗ based on the predicted values of r(n+1/2)

i and then determine ρ
(n+1/2)
∗

from the exact equation (4.19). This value of density is used to calculate the
particle i∗ parameters for the moment t∗ +

1
2 · δt∗ from equations (4.31).

Step four. We find the particle i∗ parameters at the moment t∗ + δt∗:
v
(n+1)
∗ = v

(n)
∗ + δt∗ · F(n+1/2)

∗ (P, ρ, r,v);

r
(n+1)
∗ = r

(n)
∗ + δt∗ ·

1

2
· (v(n)

∗ + v
(n+1)
∗ );

u
(n+1)
∗ = u

(n)
∗ + δt∗ ·G(n+1/2)

∗ (P, ρ, r,v).

(4.32)

Step five. Substituting δt
(1)
i instead of δt(1/2)i in (4.31), we synchronize the

parameters for all particles except i∗ at the moment t∗ + δt∗. Thereafter we
define the new value of h(n+1)

∗ based on the values r(n+1)
i and find ρ

(n+1)
∗ using

equation (4.19). After that the current time is set equal to t∗ + δt∗. The new
time step for δti is determined and all cycle is repeated.

We have carried out [20] a large series of test calculations to check
that the code elaborated is correct, the conservation laws are obeyed and
the hydrodynamic fields are represented adequately. These tests have shown
good results.

4.4.3. Overview of models

Initial conditions. We suppose, the common initial condi-
tions for protogalaxy. The initial body of protogalaxy, we model by homogeni-
ous triaxial HI ellipsoids with semiaxis A, B and C. The mass of protogalaxy,
in all models, we take as MHI = 1012 ·M⊙. The initial temperature of gas we
take T0. Initial orientation of ellipsoid semiaxis A, B and C is coincide with
the axis of coordinate system (x, y, z). The initial velocity fields are defined
through the angular velocity Ω0(x, y, z):

V0(x, y, z) = [Ω0(x, y, z)× r].

The initial angular velocity Ω0 we take constant in space. Therefore
Ω0(x, y, z) ≡ Ω0 = Const. The orientation of initial angular velocity is defi-
ned by its components: (Ω0x,Ω0y,Ω0z). We investigate different orientation of
initial angular velocity. The standard spin parameter defined as [110]:

λ =
|L0| ·

√
|Egr

0 |
G ·M5/2

HI

, (4.33)
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where the L0 is the total initial angular momentum and the Egr
0 is the total

initial gravitational energy of protogalaxy.
In all models we cary out two series of the calculation with N = 515

and N = 4169 gas particles. The parameter NB we take equal 5 for the first
series of models and 10 to the second series of models. The initial center of
particles we take in space with equal step for tree coordinat axis. Therefore
the initial configuration of particles form the system of homogenious cubic
cells. The Table 4.1 lists parameters of models. The Ωcir = Vcir/A and Vcir =
= (G ·MHI/A)

1/2. The A, B and C, in table, are shown in kpc.
In the case when the angular momentum was acquired by the tidal torque

of the matter around the protogalaxy, spin parameter does not exceed λ ≈ 0.1
[54,154,162]. In our calculations we investigate the case when the protogalaxy
may have also the aditisional own angular momentum in order of or more then
the angular momentum defined by the tidal torque. In result, the value of
initial spin parameter of the protogalaxy we take λ ≈ 0.1÷ 0.3.

Discussion of results. The global evolution of isothermal models in
second series B1, T1, TT1 and adiabatic model TT1A are shown in Fig. 4.11,
4.12, 4.13 and 4.14.

The model B1. The initial body of protogalaxy in model B1 is almost
disk structure. The A = 100, B = 90 and C = 50 kpc. The initial angu-
lar momentum vector has only two components, the Ω0x = 0.8 · Ωcir and
Ω0z = 0.8 · Ωcir. The initial temperature of gas is T0 = 5 · 105 K. The initial
density of homogenious ellipsoid is ρ0 ≈ 0.015 cm−3. In all models we use
for representation of dynamical data the coordinat system in which the initial
angular momentum have only one component Ω0z. The initial distribution of
rotation velocity, in this coordinat system, is linear and has a maximum value
Vrot ≈ 250 km/s.

The first step in Fig. 4.11 is coresponded to the time t ≈ 0.61 · 109 year.
During this time, the gas collapse along the rotation axies. This is the shortest
dynamical process. This process form the thin disk, with complex velocity
fields. The rotational velocity in disk have the linear part (up to 50 kpc) and

Table 4.1. The list of parameters

A B C Ω0/Ωcir λ T0 = 104 105 5 · 105 104(adiab)

100 90 50 (0.8, 0.0, 0.8) 0.28 — — B1 —
100 60 50 (0.5, 0.0, 0.5) 0.13 — — T1 —
100 75 50 (0.8, 0.0, 0.8) 0.21 — TT1 — —
100 75 50 (0.5, 0.0, 0.5) 0.13 — — — TT1A
100 75 50 (0.8, 0.0, 0.4) 0.11 TT2 — — —
100 75 50 (0.4, 0.0, 0.8) 0.22 TT4 — — —
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Fig. 4.11. The model B1. The first column is coresponded to XY plane, the
second — XZ plane and the third — YZ plane. The step 17 is coresponded
to t ≈ 0.61 · 109 year. The step 40 is coresponded to t ≈ 0.98 · 109 year. The
diameter of represented cell in figure is 200 kpc
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Fig. 4.12. The model T1. The first column is coresponded to XY plane, the
second — XZ plane and the third — YZ plane. The step 14 is coresponded
to t ≈ 0.46 · 109 year. The step 33 is coresponded to t ≈ 0.78 · 109 year. The
diameter of represented cell in figure is 200 kpc
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Fig. 4.13. The model TT1. The first column is coresponded to XY plane,
the second — XZ plane and the third — YZ plane. The step 17 is
coresponded to t ≈ 0.61 · 109 year. The step 40 is coresponded to t ≈
≈ 1.07 · 109 year. The diameter of represented cell in figure is 200 kpc
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Fig. 4.14. The model TT1A. The first column is coresponded to XY
plane, the second — XZ plane and the third — YZ plane. The step
20 is coresponded to t ≈ 0.66 · 109 year. The step 54 is coresponded to
t ≈ 1.67 · 109 year. The diameter of represented cell in figure is 200 kpc
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flat part (the value of Vrot ≈ 200 km/s). The velocity dispersion along the
collapse axis has a maximum value Vz ≈ 150 km/s. The density in disk have
almost power distribution with maximum central value ρc ≈ 0.8 cm−3.

The second step in Fig. 4.11 is coresponded to the time t ≈ 0.75 ·109 year.
At this time, we see the interesting collapse in the central part of protogalaxy
(up to ≈20 kpc) which form the thin, compact central disk. The rotational
velocity in this disk is almost linear, with maximum value near 20 kpc of Vrot ≈
≈ 400 km/s. The velocity dispersion along the collapse axis has a maximum
value Vz ≈ 125 km/s. The density in the central disk has power distribution
with maximum central value ρc ≈ 20 cm−3.

The third step in Fig. 4.11 is coresponded to the time t ≈ 0.82 · 109 year.
In this picture, we see the strong triaxial bar formation in the central regions
with parameters typical for spiral galaxies.

In the Fig. 4.15 we show the more detail view of step 35 in model B1. This
step is coresponded to t ≈ 0.89 · 109 year. The diameter of represented cell in
figure is 100 kpc.

The final stage in our calculations for this model corespond to the time
t ≈ 0.98 · 109 year. At this step the central density already has the maximum
value ρc ≈ 300 cm−3. The rotation curve is typical for disk galaxies. It has the
linear growing part up to 10 kpc and the extended flat tail up to 75 kpc. The
maximum value of rotation velocity is Vrot ≈ 250 km/s. After flat tail we have
slowly dropping part of rotation curve almost up to 140 kpc.

The density distribution of last step we show in Fig. 4.19, the rotational
velocity Vrot we show in Fig. 4.21 and the velocity distribution Vz (perpendi-
cular to the plane of forming galaxy) we show in Fig. 4.23.

Because, the body of protogalaxy is not symmetrical and rotates differenti-
aly, the collapse process generate the “warp” force, which distors the disk and
produce the spiral like structure. During the evolution this “warp” process
generates the interesting spiral shape of gas in the protogalaxy, especialy in
the central region (up to 20 kpc, see the Fig. 4.15).

The model leads to the development of the triaxial central bar
phenomenon. The bar have typical dimensions around 5 kpc. The model also
shows the extended gas tail, which have the essential inclination to the central
disk. Therefore, we can observe in this case the complicated internal and
external motion. The central part have the separate direction of rotation to
compare with the external part of forming galaxy.

The model T1. The next model is T1. This model have almost bar like
shape. The A = 100, B = 60 and C = 50 kpc. The initial angular momentum
vector has two components, the Ω0x = 0.5 · Ωcir and Ω0z = 0.5 · Ωcir. The ini-
tial temperature of gas, as in the model B1, is T0 = 5 · 105 K. The initial density
is ρ0 ≈ 0.023 cm−3. The initial distribution of rotation velocity has a maximum
value Vrot ≈ 200 km/s.
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Fig. 4.15. The more detail view of step 35 in model B1. This step is
coresponded to t ≈ 0.89 · 109 year. The diameter of represented cell in
figure is 100 kpc

The first step in Fig. 4.12 is coresponded to the t ≈ 0.46 · 109 year. This
step, coresponds to the moment, when the collapse along rotational axis is
maximal. We see in figure the strong alongated bar in collapsed disk. The
rotational velocity in disk have the linear part (up to 30 kpc) and wide flat
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Fig. 4.16. The more detail view of step 25 in model T1. This step is
coresponded to t ≈ 0.66 · 109 year. The diameter of represented cell in
figure is 50 kpc

part (the value of Vrot ≈ 200 km/s). The velocity dispersion along the collapse
axis has a maximum value Vz ≈ 150 km/s. The density in disk has a maximum
central value ρc ≈ 0.8 cm−3.
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Fig. 4.17. The more detail view of step 35 in model TT1. This step is
coresponded to t ≈ 0.95 · 109 year. The diameter of represented cell in
figure is 50 kpc

The second step in Fig. 4.12 is coresponded to the t ≈ 0.58 · 109 year. At
this time, we see the beginning of the process of generating of spiral perturbati-
on in central part of protogalaxy (up to ≈20 kpc). The rotational velocity in
central disk is almost linear, with maximum value of Vrot ≈ 300 km/s near
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Fig. 4.18. The more detail view of step 54 in model TT1A. This step is
coresponded to t ≈ 1.61 · 109 year. The diameter of represented cubic cell
in figure is 100 kpc

20 kpc. The velocity dispersion along the collapse axis has a maximum value
Vz ≈ 125 km/s. The density in the central disk has power distribution with
maximum central value ρc ≈ 100 cm−3.

224



4.4. Gasodynamical model of the triaxial protogalaxies collapse

The third step in Fig. 4.12 is coresponded to the t ≈ 0.66 · 109 year.
In this picture, we see the very impressive triaxial spiral shape formation in
the central region of protogalaxy. This spiral shape has parameters typical for
spiral galaxies.

The more detail view of step 25 we show in the Fig. 4.16. The diameter
of represented cell in figure is 50 kpc.

The final state of this model coresponds to the t ≈ 0.78 · 109 year. In this
step the central density has the value ρc ≈ 500 cm−3. In the central core the
rotation curve is linear and has the maximum value Vrot ≈ 300 km/s. In the
external part rotation curve is almost Keplerian.

Because, the initial rotation fields in this model are less then in the model
B1, the final configuration is more compact and dense.

This model shows the very impressive bar instability and spiral pattern
generation. The bar has dimensions, as in model B1, about 5 kpc. The spiral
structure is very impressive but evolve very quickly.

The model TT1. The model TT1 have the most common triaxial shape.
The A = 100, B = 75 and C = 50 kpc. The initial angular momentum
vector has two components, Ω0x = 0.8 · Ωcir and Ω0z = 0.8 · Ωcir. The initial
temperature of gas is T0 = 1·105 K. The initial density is ρ0 ≈ 0.018 cm−3. The
initial distribution of rotation velocity has a maximum value Vrot ≈ 250 km/s.

The first step in Fig. 4.13 is coresponded to the t ≈ 0.61 · 109 year, the
second step is coresponded to the t ≈ 0.80 · 109 year and the third step is
coresponded to the t ≈ 0.88 · 109 year.

In the Fig. 4.17 we show the more detail view of step 35 in model TT1.
This step is coresponded to t ≈ 0.95 · 109 year. The diameter of represented
cell in figure is 50 kpc.

The final state of the evolution, shown in last step, is coresponded to the
t ≈ 1.07 ·109 year. In this step the central density has the value ρc ≈ 300 cm−3.
In the central core the rotation curve is linear and has the maximum value
Vrot ≈ 300 km/s. In external part the velocity distribution shows slowly falling
trend.

The model produces very nice spiral system. Two spiral arm extend beyond
20 kpc (see Fig. 4.17).

The model TT1A. The model TT1A has same initial conditions as TT1
but in this case we investigte the adiabatic evolution of gas protogalaxy. The
initial temperature of gas is T0 = 1 · 104 K.

The first step in Fig. 4.14 is coresponded to the t ≈ 0.66 · 109 year, the
second step is coresponded to the t ≈ 0.79 · 109 year and the third step is
coresponded to the t ≈ 0.99 · 109 year.

The final state of evolution is coresponded to the t ≈ 1.61 · 109 year. In
this step the distribution of density is very flat and coresponds to the power
law, with central density ρc ≈ 0.2 cm−3. In the central core (up to 50 kpc)

225



CHAPTER 4. Dissipative N-body & gasodynamical model

Fig. 4.19. Density distribution of step 40 in model B1

Fig. 4.20. Density distribution of step 54 in model TT1A
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Fig. 4.21. Rotational velocity Vrot of step 40 in model B1

Fig. 4.22. Rotational velocity Vrot of step 54 in model TT1A
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Fig. 4.23. Velocity distribution Vz (perpendicular to the plane of
forming galaxy) of step 40 in model B1

Fig. 4.24. Temperature distribution T of step 54 in model TT1A
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the rotation curve is linear and has the maximum value Vrot ≈ 200 km/s. In
external part the velocity distribution has the linear, slowly falling trend.

In the Fig. 4.18 we show the more detail view of last step in model TT1A.
The diameter of represented cubic cell in figure is 100 kpc.

The density distribution of last step we show in Fig. 4.20, the rotational
velocity Vrot we show in Fig. 4.22 and the temperature distribution T we show
in Fig. 4.24.

This model demonstrates the interesting mechanism of bulge formation.
The bulge has triaxial form. Also to be noted, that kinematical properties of
central and peripherial part of protogalaxy is definitely different (see Fig. 4.18).

Conclusions. In this paper, we describe the qalitative result of the pro-
perties of early, pure gas triaxial protogalaxies, that can be formed in a result of
isothermal or adiabatic collapse. We modelling the initial state a protogalaxy
as a homogeneous triaxial ellipsoide having an angular momentum directed
arbitrary in space.

On the base of model calculation it follows that many interesting and
complex properties of galaxies (such as triaxial central bar phenomenon and
inclined warp disk structures) we may explain using our suggestion about the
initial triaxial shape and angular momentum direction in early protogalaxy.

We may make several general decisions about the early properties of for-
ming protogalaxies:

• In all case the collapse in triaxial model leads to the forming of warp
disk structure and the internal bar.

• The dynamical evolution of triaxial model generates the global spiral-
like structure. In isothermal model the spiral pattern is more sophisticated
and long-living.

• Adiabatic phase of collapse is important for bulge formation and its
parameters.

• In case of adiabatic models kinematical properties of core and peripherial
parts of protogalactic clouds are extremly different.

4.5. Chemo-dynamical SPH code
for evolution of star forming disk galaxies
4.5.1. Introduction

The dynamical and chemical evolution of galaxies is one of
the most interesting and complex of problems. Naturally, galaxy formation is
closely connected with the process of large–scale structure formation in the
Universe.

The main role in the scenario of large-scale structure formation seems to be
played by the dark matter. It is believed that the Universe was seeded at some
early epoch with low density fluctuations of dark non-baryonic matter, and the

229



CHAPTER 4. Dissipative N-body & gasodynamical model

evolving distribution of these dark halos provides the arena for galaxy formati-
on. Galaxy formation itself involves collapse of baryons within potential wells
of dark halos [157]. The properties of forming galaxies depend on the amount of
baryonic matter that can be accumulated in such halos and the efficiency of star
formation. The observational support for this galaxy formation scenario comes
from the recent COBE detection of fluctuations in the microwave background
(e.g. [8]).

The investigation of galaxy formation is a highly complex subject requiring
many different approaches. The formation of self-gravitating inhomogeneities
of protogalactic size, the ratio of baryonic and non-baryonic matter [6,46,111,
158], the origin of the protogalaxy’s initial angular momentum [54, 136, 154,
162], and the protogalaxy’s collapse and its subsequent evolution are all usually
considered as separate problems. Recent advances in computer technology and
numerical methods have allowed detailed modeling of baryon matter dynami-
cs in the universe dominated by collisionless dark matter and, therefore, the
detailed gravitational and hydrodynamical description of galaxy formation
and evolution. The most sophisticated models include radiative processes, star
formation and supernova feedback (e.g. [61, 72,138]).

The results of numerical simulations are essentially affected by the star for-
mation algorithm incorporated into modeling techniques. The star formation
and related processes are still not well understood on either small or large
spatial scales, such that the star formation algorithm by which the gas material
is converted into stars can only be based on simple theoretical assumptions or
on empirical observations of nearby galaxies. The other most important effect
of star formation on the global evolution of a galaxy is caused by a large amount
of energy released in supernova explosions and stellar winds.

Among numerous methods developed for the modeling of complex three
dimensional hydrodynamic phenomena, Smoothed Particle Hydrodynamics
(SPH) is one of the most popular [96]. Its Lagrangian nature allows easy
combination with fast N-body algorithms, making it suitable for simultaneous
description of the complex dynamics of a gas-stellar system [61]. As an example
of such a combination, the TREE-SPH code [67, 106] was successfully applied
to the detailed modeling of disk galaxy mergers [93] and of galaxy formation
and evolution [72]. The second good example is a GRAPE-SPH code [138,139]
which was successfully used to model the evolution of disk galaxy structure
and kinematics.

In recent years, there have been excellent papers concerning the complex
SPH modeling of galaxy formation and evolution [39,120]. Our code, proposes
new “energetic” criteria for SF, and suggest a more realistic account of returned
chemically enriched gas fraction via SNII, SNIa and PN events.

The simplicity and numerical efficiency of the SPH method were the main
reasons why we chose this technique for the modeling of the evolution of
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complex, multi-fragmented triaxial protogalactic systems. We used our own
modification of the hybrid N-body/SPH method [9, 21], which we call the
chemo-dynamical SPH (CD-SPH) code.

The “dark matter” and “stars” are included in the standard SPH algorithm
as the N-body collisionless system of particles, which can interact with the
gas component only through gravitation [72]. The star formation process and
supernova explosions are also included in the scheme as proposed by Raiteri
et al. [120], but with our own modifications.

4.5.2. The CD-SPH code

The SPH code. Continuous hydrodynamic fields in SPH are
described by the interpolation functions constructed from the known values of
these functions at randomly positioned particles [96]. Following Monaghan &
Lattanzio [98] we use for the kernel function Wij the spline expression in the
form of:

Wij =
1

πh3


1− 3

2
u2ij +

3

4
u3ij , if 0 ≤ uij < 1,

1

4
(2− uij)

3, if 1 ≤ uij < 2,

0, otherwise,

(4.34)

here uij = rij/h.
To achieve the same level of accuracy for all points in the fluid, it is

necessary to use a spatially variable smoothing length. In this case each particle
has its individual value of h. Following Hernquist & Katz [67], we write:

⟨ρ(ri)⟩ =
N∑
j=1

mj ·
1

2
· [W (rij ;hi) +W (rij ;hj)]. (4.35)

In our calculations the values of hi were determined from the condition that
the number of particles NB in the neighborhood of each particle within the 2·hi
remains constant [93]. The value of NB is chosen such that a certain fraction of
the total number of “gas” particles N affects the local flow characteristics [68].
If the defined hi becomes smaller than the minimal smoothing length hmin, we
set the value hi = hmin. For “dark matter” and “star” particles (with Plummer
density profiles) we use, accordingly, the fixed gravitational smoothing lengths
hdm and hstar.

If the density is computed according to Equation (4.35), then the conti-
nuity equation is satisfied automatically. Equations of motion for particle i
are

dri
dt

= vi, (4.36)

dvi

dt
= −∇iPi

ρi
+ avisi −∇iΦi −∇iΦ

ext
i , (4.37)
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where Pi is the pressure, Φi is the self gravitational potential, Φext
i is a gravi-

tational potential of possible external halo and avisi is an artificial viscosity
term [69]. The energy equation has the form:

dui
dt

= −Pi

ρi
∇ivi +

Γi − Λi

ρi
, (4.38)

Here ui is the specific internal energy of particle i. The term (Γi − Λi)/ρi
accounts for non adiabatic processes not associated with the artificial viscosity
(in our calculations Γi ≡ 0). We present the radiative cooling in the form:

Λi = Λi(ui, ρi) = Λ∗
i (Ti) · n2

i , (4.39)

where ni is the hydrogen number density and Ti the temperature. To follow its
subsequent thermal behaviour in numerical simulations, we use an analyti-
cal approximation of the standard cooling function Λ∗(T ) for an optically
thin primordial plasma in ionization equilibrium [45, 73]. Its absolute cutoff
temperature is set equal to 104 K.

The equation of state must be added to close the system.

Pi = ρi · (γ − 1) · ui, (4.40)

where γ = 5/3 is the adiabatic index.
Time integration. To solve the system of Equations (4.36), (4.37) and

(4.38) we use the leapfrog integrator [67]. The time step δti for each particle
depends on the particle’s acceleration ai and velocity vi, as well as on viscous
forces. To define δti we use the relation from Hiotelis & Voglis [68], and adopt
Courant’s number Cn = 0.1.

We carried out [20] a large series of test calculations to check that the code
is correct, the conservation laws are obeyed and the hydrodynamic fields are
represented adequately, all with good results.

The star formation algorithm. It is well known that star formation
(SF) regions are associated with giant molecular complexes, especially with
regions that are approaching dynamical instability. The early phase of star
formation does not seem to crucially affect the dynamics of a galaxy. From the
beginning of the collapse, such a system decouples from its surroundings and
evolves on a completely different timescale. When the chemically enriched gas
content of the galaxy decreases, the heating by winds and supernova explosions
[81] begins to play an important role in the dynamics of the galaxy. The overall
picture of star formation seems to be understood, but the detailed physics of
star formation and accompanying processes, on either small or large scales,
remains sketchy [79,131].

All the above stated as well as computer constrains cause the using of
simplified numerical algorithms of description of conversion of the gaseous
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material into stars, which are based on simple theoretical assumptions and/or
on results of observations of nearby galaxies.

To describe of the process of converting of gaseous material into stars
we modify the standard SPH star formation algorithm [72, 106], taking into
account the presence of random motions in the gaseous environment and the
time lag between the initial development of suitable conditions for star formati-
on and star formation itself [9, 21]. The first reasonable requirement incor-
porated into this algorithm allows selecting “gas” particles that are potentially
eligible to form stars. It states that in the separate “gas” particle the SF can
start if the absolute value of the “gas” particle’s gravitational energy exceeds
the sum of its thermal energy and the energy of random motions:

|Egr
i | > Eth

i + Ech
i . (4.41)

Gravitational and thermal energies and the energy of random motions for
the “gas” particle i in model simulation are defined as:

Egr
i = −3

5
·G ·m2

i /hi,

Eth
i =

3

2
·mi · c2i ,

Ech
i =

1

2
·mi ·∆v2i ,

(4.42)

where ci =
√

ℜ · Ti/µ is the isothermal sound speed of particle i. We set
µ = 1.3 and define the random or “turbulent” square velocities near particle i
as:

∆v2i =

NB∑
j=1

mj · (vj − vc)
2/

NB∑
j=1

mj , (4.43)

where:

vc =

NB∑
j=1

mj · vj/

NB∑
j=1

mj . (4.44)

For practical reasons, it is useful to define a critical temperature for SF
onset in particle i as:

T crit
i =

µ

3ℜ
·
(
8

5
· π ·G · ρi · h2i −∆v2i

)
. (4.45)

Then, if the temperature of the “gas” particle i, drops below the critical
one, SF can proceed.

Ti < T crit
i . (4.46)

We think that requirement (4.41), or in another form (4.46), is the only one
needed. It seems reasonable that the chosen “gas” particle will produce stars
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only if the above condition hold over the interval that exceeds its free — fall
time tff =

√
3 · π/(32 ·G · ρ). This condition is based on the well known fact

that, due to gravitational instability, all substructures of a collapsing system
are formed on such a timescale. Using it, we exclude transient structures, that
are destroyed by the tidal action of surrounding matter from consideration.

We also define which “gas” particles remain cool, i.e.tcool < tff . We rewrite
this condition as presented in Navarro & White [106]: ρi > ρcrit. Here we use
the value of ρcrit = 0.03 cm−3.

When the collapsing particle i is defined, we create the new “star” particle
with mass mstar and update the “gas” particle mi using these simple equations:{

mstar = ϵ ·mi,

mi = (1− ϵ) ·mi.
(4.47)

here ϵ, defined as the global efficiency of star formation, is the fraction of gas
converted into stars according to the appropriate initial mass function (IMF).
The typical values for SF efficiency in our Galaxy on the scale of giant molecular
clouds are in the range ϵ ≈ 0.01 ÷ 0.4 [52, 159]. But it is still a little known
quantity. In numerical simulation the model parameter has to be checked by
comparison of numerical simulation results with available observational data.
Here we define ϵ as:

ϵ = 1− (Eth
i + Ech

i )/|Egr
i |, (4.48)

with the requirement that all excess mass of the gas component in a star-for-
ming particle, which provides the inequality |Egr

i | > Eth
i +Ech

i , is transformed
into the star component. In the code we set the absolute maximum value of
the mass of such a “star” particle mstar

max = 2.5 106M⊙ i.e. ≈5% of the initial
particle mass mi.

At the moment of stellar birth, the position and velocities of new “star”
particles are equal to those of parent “gas” particles. Thereafter these “ star”
particles interact with other “gas”, “star” or “dark matter” particles only by
gravitation. The gravitational smoothing length for these (Plummer like) parti-
cles is set equal to hstar.

The thermal SNII feed-back. We try to include the events of SNII,
SNIa and PN in the complex gasdynamic picture of galaxy evolution. But, for
the thermal budget of the ISM, only SNII plays the main role. Following [72],
we assume that the explosion energy is converted totally into thermal energy.
The stellar wind action seems not to be essential in the energy budget [56].
The total energy released by SNII explosions (1044 J per SNII) within a “star”
particle is calculated at each time step and distributed uniformly between the
surrounding ( i.e. rij < hstar) “gas” particles [120].

The chemical enrichment of gas. Every “star” particle in our SF
scheme represents a separate, gravitationally closed star formation macro regi-
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on (like a globular cluster). The “star” particle is characterized by its own
time of birth tbegSF which is set equal to the moment of particle formation.
After the formation, these particles return the chemically enriched gas into
surrounding “gas” particles due to SNII, SNIa and PN events. For the descri-
ption of this process we use the approximation proposed by Raiteri et al. [120].
We consider only the production of 16O and 56Fe, and try to describe the full
galactic time evolution of these elements, from the beginning to present time
(i.e. tevol ≈ 13.0 Gyr).

With the multi-power IMF law suggested by Kroupa et al. [77], the distri-
bution of stellar masses within a “star” particle of mass mstar is then:

Ψ(m) = mstar ·A ·


20.9 ·m−1.3, if 0.1 ≤ m < 0.5,

m−2.2, if 0.5 ≤ m < 1.0,

m−2.7, if 1.0 ≤ m,

(4.49)

where m is the star mass in solar units. With adopted lower (mlow = 0.1 M⊙)
and upper (mupp = 100 M⊙) limits of the IMF, the normalization constant
A ≈ 0.31.

For the definition of stellar lifetimes we use the equation [120]:

log tdead = a0(Z)− a1(Z) · logm+ a2(Z) · (logm)2, (4.50)

where tdead is expressed in years, m is in solar units, and coefficients are defined
as: 

a0(Z) = 10.130 + 0.0755 · log Z− 0.0081 · (log Z)2,
a1(Z) = 4.4240 + 0.7939 · log Z + 0.1187 · (log Z)2,
a2(Z) = 1.2620 + 0.3385 · log Z + 0.0542 · (log Z)2.

(4.51)

These relations are based on the calculations of the Padova group [3,26,36]
and give a reasonable approximation to stellar lifetimes in the mass range from
0.6M⊙ to 120M⊙ and metallicities Z = 7 · 10−5 ÷ 0.03 (defined as a mass of
all elements heavier than He). In our calculation following Raiteri et al. [120],
we assume that Z scales with the oxygen abundance as Z/Z⊙ =16O/16O⊙. For
those metallicities exceeding available data we take the value corresponding to
the extremes.

We can define the number of SNII explosions inside a given “star” particle
during the time from t to t+∆t using a simple equation:

∆NSNII =

mdead(t)∫
mdead(t+∆t)

Ψ(m)dm, (4.52)

where mdead(t) and mdead(t+∆t) are masses of stars that end their lifetimes
at the beginning and at the end of the respective time step. We assume that
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all stars with masses between 8M⊙ and 100M⊙ produce SNII, for which we
use the yields from Woosley & Weaver [161]. The approximation formulae from
Raiteri et al. [120], defines the total ejected mass by one SNII — mtot

ej , as well
as the ejected mass of iron — mFe

ej and oxygen — mO
ej as a function of stellar

mass (in solar units). 
mtot

ej = 7.682 · 10−1 ·m1.056,

mFe
ej = 2.802 · 10−4 ·m1.864,

mO
ej = 4.586 · 10−4 ·m2.721.

(4.53)

To take into account PN events inside the “star” particle we use the equati-
on, as for (4.52):

∆NPN =

mdead(t)∫
mdead(t+∆t)

Ψ(m)dm. (4.54)

Following [125, 127, 152], we assume that all stars with masses between
1M⊙ and 8M⊙ produce PN. We define the average ejected masses (in solar
units) of one PN event as [121,152]:

mtot
ej = 1.63,

mFe
ej = 0.00,

mO
ej = 0.00.

(4.55)

The method described in [120], and proposed in [63,88] is used to account
for SNIa. In simulations, the number of SNIa exploding inside a selected “star”
particle during each time step is given by:

∆NSNIa =

mdead(t)∫
mdead(t+∆t)

Ψ2(m2)dm2. (4.56)

The quantity Ψ2(m2) represents the initial mass function of the secondary
component and includes the distribution function of the secondary’s mass
relative to the total mass of the binary system mB,

Ψ2(m2) = mstar ·A2 ·
msup∫

minf

(
m2

mB

)2
·m−2.7

B dmB, (4.57)

where minf = max(2 ·m2, 3M⊙) and msup = m2 + 8M⊙. Following [151] the
value of normalization constant we set, equal to A2 = 0.16 ·A.

The total ejected mass (in solar units) is [108,145]:
mtot

ej = 1.41,

mFe
ej = 0.63,

mO
ej = 0.13.

(4.58)
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In summary, a new “star” particle (with metallicity Z = 10−4) with mass
104M⊙ during the total time of evolution tevol produces:

∆NSNII ≈ 52.5, ∆NPN ≈ 1770.0, ∆NSNIa ≈ 8.48.

Fig. 4.27. presents the number of SNII, SNIa and PN events for this
“star” particle.

In Fig. 4.29 and Fig. 4.30. we present the returned masses of 56Fe and 16O.
We can estimate the total masses (H, He, 56Fe, 16O) (in solar masses) returned
to the surrounding “gas” particles due to these processes as:

∆mH
SNII = 477, ∆mH

PN = 2164, ∆mH
SNIa = 4.14,

∆mHe
SNII = 159, ∆mHe

PN = 721.3, ∆mHe
SNIa = 1.38,

∆mFe
SNII = 3.5, ∆mFe

PN = 0.000, ∆mFe
SNIa = 5.35,

∆mO
SNII = 119, ∆mO

PN = 0.000, ∆mO
SNIa = 1.10.

(4.59)

The cold dark matter halo. In the literature we have found some profi-
les, sometimes controversial, for the galactic Cold Dark Matter Haloes (CDMH)
[5,103]. For resolved structures of CDMH: ρhalo(r) ∼ r−1.4 [99]. The structure
of CDMH high-resolution N-body simulations can be described by: ρhalo(r) ∼
r−1 [104, 105]. Finally, in Kravtsov et al. [76], we find that the cores of DM
dominated galaxies may have a central profile: ρhalo(r) ∼ r−0.2.

In our calculations and as a first approximation, it is assumed that the
model galaxy halo contains the CDMH component with Plummer-type density
profiles [47]:

ρhalo(r) =
Mhalo
4
3πb

3
halo

·
b5halo

(r2 + b2halo)
5
2

, (4.60)

Therefore for the external force acting on the “gas” and “star” particles we
can write:

−∇iΦ
ext
i = −G · Mhalo

(r2i + b2halo)
3
2

· ri. (4.61)

4.5.3. Results and discussion

Initial conditions. After testing our code demonstrated
that simple assumptions can lead to a reasonable model of a galaxy. The SPH
calculations were carried out for Ngas = 2109 “gas” particles. According to
[106,120], such a number seems adequate for a qualitatively correct description
of the systems behaviour. Even this small a number of “gas” particles produces
Nstar = 31631 “star” particles at the end of the calculation.

The value of the smoothing length hi was chosen to require that each “gas”
particle had NB = 21 neighbors within 2 · hi. Minimal hmin was set equal to
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1 kpc, and the fixed gravitational smoothing length hstar = 1 kpc was used for
the “star” particles. Our results show that a value of NB ≈ 1% Ngas provides
qualitatively correct treatment of the system’s large scale evolution.

As the initial model (relevant for CDM-scenario) we took a constant-
density homogeneous gaseous triaxial configuration (Mgas = 1011M⊙) within
the dark matter halo (Mhalo = 1012M⊙). We set A = 100 kpc, B = 75 kpc and
C = 50 kpc for semiaxes of system. Such triaxial configurations are reported
in cosmological simulations of the dark matter halo formation [54,60,155]. Ini-
tially, the centers of all particles were placed on a homogeneous grid inside
this triaxial configuration. We set the smoothing parameter of CDMH: bhalo =
= 25 kpc. These values of Mhalo and bhalo are typical for CDMH in disk gala-
xies [5, 104,105].

The gas component was assumed to be cold initially, T0 = 104 K. As we
see in our calculations, the influence of random motions essentially reduces
the dependence of model parameters on the adopted temperature cutoff and,
therefore, on the adopted form of the cooling function itself.

The gas was assumed to be involved in the Hubble flow (H0 =
= 65 km/s/Mpc) and the solid-body rotation around z-axis. We added small
random velocity components (∆|v| = 10 km/s) to account for the random
motions of fragments. The initial velocity field was defined as:

v(x, y, z) = [Ω(x, y, z)× r] +H0 · r+∆v(x, y, z), (4.62)

where Ω(x, y, z) is the angular velocity of an initially rigidly rotating system.
The spin parameter in our numerical simulations is λ ≈ 0.08, defined in

Peebles [110] as:
λ =

|L0| ·
√

|Egr
0 |

G · (Mgas +Mhalo)5/2
, (4.63)

L0 is the total initial angular momentum and Egr
0 is the total initial gravitati-

onal energy of a protogalaxy. It is to be noted that for a system in which angular
momentum is acquired through the tidal torque of the surrounding matter, the
standard spin parameter does not exceed λ ≈ 0.11 [136]. Moreover, its typical
values range between λ ≈ 0.07+0.04

−0.05, e.g. 0.02 ≤ λ ≤ 0.11.
Dynamical model. In Fig. 4.25 we present the “XY ”, “XZ ” and “YZ ”

distributions of “gas” particles at the final time step (tevol ≈ 13.0 Gyr). The
box size is 50 kpc. In Fig. 4.26 we present the distributions of “star” particles.
The “star” distributions have dimensions typical of a disk galaxy. The radial
extension is approximately 25—30 kpc. The disk height is around 1—2 kpc.
In the center the “bar-like” structure is developed as a result of strong initial
triaxial structure whole in the plane of the disk we can see the “spiral-like”
distribution of particles, with extended arm filaments. The “gas” particles are
located within central 5—10 kpc.
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Fig. 4.25. The distribution of “gas” particles in the final step. t = 13 Gyr, box size 50 kpc

Fig. 4.26. The distribution of “star” particles in the final step. t = 13 Gyr, box size 50 kpc

Except for the central region (<2 kpc), the gas distribution has a
exponential form with radial scale length ≈2.8 kpc. The column density di-
stributions of gas σgas(r) and stars σ∗(r) are presented in Fig. 4.31. The total
column density is defined as: σtot(r) = σgas(r) + σ∗(r). The total column
density distribution σtot(r) is well approximated (in the interval from 5 kpc to
15 kpc) with an exponential profile characterized by a ≈3.5 kpc radial scale
length. This value is very close to one a reported recently (3.5 kpc) for the
radial scale length of the total disk mass surface density distribution obtai-
ned for our Galaxy [91]. The value of σtot ≈ 55M⊙ pc−2 near the location
of the Sun (r ≈ 9 kpc) is close to a recent determination of the total density
52± 13M⊙ pc−2 [90].

Fig. 4.32 shows both the rotational velocity distribution of gas Vrot(r)
resulting from the modeled disk galaxy calculation and the rotational curve
for our Galaxy [150], both of which are very close.

The gaseous radial Vrad(r) and normal Vz(r) velocity distributions are in
Fig. 4.33 and Fig. 4.34. The radial velocity dispersion has a maximum value
≈60 km/s in the center, a high value mainly caused by the central strong bar
structure. Near the Sun this dispersion drops down to ≈2 km/s. Such radial
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Fig. 4.27. The number of SNII, SNIa and PN
events

Fig. 4.28. ρ(r). The density distribution of gas in
the final step

dispersion is reported in the ki-
nematic study of the stellar mo-
tions in the solar neighborhood
[9], while the normal dispersion
is near ≈20 km/s in the whole di-
sk. This value also coincides wi-
th the vertical dispersion velocity
near the Sun [9].

We present the temperatu-
re distribution of gas T (r) in
Fig. 4.35. As seen the distributi-
on of T (r) has a very large scat-
ter from 104 K to 106 K. In our
calculation we set the cutoff tem-
perature for the cooling function
at 104 K, the gas can’t cool to
lower temperatures.

The modeled process of SNII
explosions injects to a great
amount of thermal energy into
the gas and generates a very large
temperature scatter, also typical
of our Galaxy’s ISM. At each
point even with crude numeri-
cal approximations a good fit can
be reached for all dynamical and
thermal distributions of gas and
stars in a typical disk galaxy like
our Galaxy.

Chemical characteristics.
Fig. 4.36 shows the time evoluti-
on of the SFR in galaxy
SFR(t) = dM∗(t)/dt. Approxi-
mately 90 % of gas is converted

into stars at the end of calculation. The most intensive SF burst happened
in the first ≈1 Gyr, with a maximal SFR ≈35M⊙/yr. After ≈1.5—2 Gyr the
SFR is decreases like an “exponential function” until it has a value ≈1M⊙/yr
at the end of the simulation. To check the SF and chemical enrichment
algorithm in our SPH code, we use the chemical characteristics of the disk in
the “solar” cylinder (8 kpc < r < 10 kpc).

The age-metallicity relation of the “star” particles in the “solar” cylinder,
[Fe/H](t), is shown in Fig. 4.37, with observational data taken from [92] and
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Fig. 4.29. The returned mass of 56Fe

Fig. 4.30. The returned mass of 16O

[53], while in Fig. 4.38 we presen-
ted the metallicity distribution of
the “star” particles in the “solar”
cylinder N∗([Fe/H]). The model
data are scaled to the observed
number of stars [53]. In Fig. 4.37
each model point represents the
separate “star” particle. The mass
of each “star” particle is dif-
ferent (from ∼104M⊙ up to
∼2.5 106M⊙), because the star
formation efficiency — ϵ is diffe-
rent in each star forming region.
The model point is systematical-
ly higher than the observations
(especially near the t ≈ 5 Gyr),
but if we also analyze the mass
of each “star” particle we see that
the more massive particles sys-
tematically show lower metallici-
ty than the observations. If one
divides the metallicity to equal
zone and calculate the sum of the
mass in each metallicity zone in
Fig. 4.37 we get the results in
Fig. 4.38 and in this figure we see
what the model mass distributi-
on has shifted to the lower metal-
licities.

The [O/Fe] vs. [Fe/H] distri-
bution of the “star” particles in
the “solar” cylinder one found in
Fig. 4.39. In this figure we also
present the observational data
from [53] and [146]. All these mo-
del distributions are in good agreement, not only with presented observational
data, but also with other data collected from [117].

The [O/H] radial distribution [O/H](r) is shown in Fig. 4.40. The approxi-
mation presented in the figure is obtained by a least-squares linear fit.
At distances 5 kpc < r < 11 kpc the models radial abundance gradient is
−0.06 dex/kpc. In the literature we found different values of this gradient defi-
ned in objects of different types. From observations of HII regions [112, 129]
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Fig. 4.31. σgas(r), σ∗(r) and σtot(r) = σgas(r)+σ∗(r). The column
density distribution in the disk of gas and stars in the final step

Fig. 4.32. Vrot(r). The rotational velocity distribution of gas in the
final step
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Fig. 4.33. Vrad(r). The radial velocity distribution of gas in the
final step

Fig. 4.34. Vz(r). The perpendicular to disk normal velocity distri-
bution of gas in the final step
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Fig. 4.35. T (r). The temperature distribution of gas in the final
step

Fig. 4.36. SFR(t) = dM∗(t)/dt. The time evolution of the SFR in
galaxy
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Fig. 4.37. [Fe/H](t). The age metallicity relation of the “star”
particles in the “solar” cylinder (8 kpc < r < 10 kpc)

Fig. 4.38. N∗([Fe/H]). The metallicity distribution of the “star”
particles in the “solar” cylinder (8 kpc < r < 10 kpc)
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Fig. 4.39. The [O/Fe] vs. [Fe/H] distribution of the “star” particles
in the “solar” cylinder (8 kpc < r < 10 kpc)

Fig. 4.40. [O/H](r). The [O/H] radial distribution
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we obtained oxygen radial gradient −0.07 dex/kpc. From observations of
PN of different types [86] we obtained the values: −0.03 dex/kpc for PNI,
−0.069 dex/kpc for PNII, −0.058 dex/kpc for PNIII, −0.062 dex/kpc for
PNIIa, and −0.057 dex/kpc for PNIIb. All this agrees well with the oxygen
radial gradient in our Galaxy.

Conclusion. This simple model provides a reasonable, self-consistent pic-
ture of the processes of galaxy formation and star formation in the galaxy. The
dynamical and chemical evolution of the modeled disk-like galaxy is coincident
with observations for our own Galaxy. The results of our modeling give a good
base for a wide use of the proposed SF and chemical enrichment algorithm in
other SPH simulations.

4.6. Chemo-photometric
evolution of star forming disk galaxy
4.6.1. Introduction

Galaxy formation is a highly complex subject requiring many
different approaches of investigation. Recent advances in computer technology
and numerical methods have allowed detailed modeling of baryonic matter
dynamics in a universe dominated by collisionless dark matter and, therefore,
the detailed gravitational and hydrodynamical description of galaxy formation
and evolution. The most sophisticated models include radiative processes, star
formation and supernova feedback (e.g. [61,72,138]).

The results of numerical simulations are fundamentally affected by the star
formation algorithm incorporated into modeling techniques. Yet star formation
and related processes are still not well understood on either small or large
spatial scales. Therefore the star formation algorithm by which gas is converted
into stars can only be based on simple theoretical assumptions or on empirical
observations of nearby galaxies.

Among the numerous methods developed for modeling complex three
dimensional hydrodynamical phenomena, Smoothed Particle Hydrodynamics
(SPH) is one of the most popular [96]. Its Lagrangian nature allows easy
combination with fast N-body algorithms, making possible the simultaneous
description of complex gas-stellar dynamical systems [61]. As an example of
such a combination, an TREE-SPH code [67, 106] was successfully applied to
the detailed modeling of disk galaxy mergers [93] and of galaxy formation
and evolution [72]. A second good example is an GRAPE-SPH code [138,139]
which was successfully used to model the evolution of disk galaxy structure
and kinematics.
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4.6.2. Model

The hydrodynamical simulations are based on our own co-
ding of the Chemo-Dynamical Smoothed Particle Hydrodynamics (CD-SPH)
approach, including feedback through star formation (SF). The dynamics of
the “star” component is treated in the frame of a standard N-body approach.
Thus, the galaxy consists of “gas” and “star” particles. For a detailed descri-
ption of the CD-SPH code (the star formation algorithm, the SNII, SNIa
and PN production, the chemical enrichment and the initial conditions) the
reader is referred to [11, 21]. Here we briefly decsribe the basic features of our
algorithm.

We modify the standard SPH SF algorithm [72, 138, 139], taking into ac-
count the presence of chaotic motion in the gaseous environment and the time
lag between the initial development of suitable conditions for SF, and SF itself.

Inside a “gas” particle, the SF can start if the absolute value of the “gas”
particle gravitational energy exceeds the sum of its thermal energy and energy
of chaotic motions:

|Egr
i | > Eth

i + Ech
i . (4.64)

The chosen “gas” particle produces stars only if the above condition holds
over the time interval exceeding its free-fall time:

tff =

√
3 · π

32 ·G · ρ
. (4.65)

We also check that the “gas” particles remain cool, i.e. tcool < tff . We
rewrite these conditions following [106]:

ρi > ρcrit. (4.66)

We set the value of ρcrit = 0.03 cm−3.
When the collapsing particle i is defined, we create the new “star” particle

with mass mstar and update the “gas” particle mi using these simple equations:{
mstar = ϵ ·mi,

mi = (1− ϵ) ·mi.
(4.67)

In the Galaxy, on the scale of giant molecular clouds, the typical values
for SF efficiency are in the range ϵ ≈ 0.01÷ 0.4 [52, 159].

We did not fixe this value but rather also derived ϵ from the “energetics”
condition:

ϵ = 1− Eth
i + Ech

i

|Egr
i |

. (4.68)
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Fig. 4.41. Luminosity evolution of the model galaxy

At the moment of birth, the positions and velocities of new “star” particles
are set equal to those of parent “gas” particles. Thereafter these “star” particles
interact with other “gas” and “star” or “dark matter” particles only by gravity.

For the thermal budget of the ISM, SNIIs play the main role. Following
to [61, 72], we assume that the energy from the explosion is converted totally
to thermal energy. The total energy released by SNII explosions (1044 J per
SNII) within “star” particles is calculated at each time step and distributed
uniformly between the surrounding “gas” particles [120].

In our SF scheme, every new “star” particle represents a separate, gravi-
tationally bound, star formation macro region (like a globular clusters). The
“star” particle has its own time of birth tbegSF which is set equal to the moment
the particle is formed. After the formation, these particles return the chemi-
cally enriched gas into surrounding “gas” particles due to SNII, SNIa and PN
events.

We concentrate our treatment only on the production of 16O and 56Fe, yet
attempt to describe the full galactic time evolution of these elements, from the
beginning up to present time (i.e. tevol ≈ 15.0 Gyr).

The code also includes the photometric evolution of each “star” particle,
based on the idea of the Single Stellar Population (SSP) [35,141].

At each time-step, absolute magnitudes: MU , MB, MV , MR, MI , MK , MM

and Mbol are defined separately for each “star” particle. The SSP integrated
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Fig. 4.42. Photometric evolution of the model galaxy

Fig. 4.43. Color index evolution of the model galaxy
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Fig. 4.44. Evolution of the model galaxy in the
(B-V ) vs. V plane

colours (UBVRIKM) are taken from [141]. The spectro-photometric evolution
of the overall ensemble of “star” particles forms the Spectral Energy Distributi-
on (SED) of the galaxy.

We do not model the energy distribution in spectral lines nor the scattered
light by dust. However according to [141] our approximation is reasonable,
especially in the UBV spectral brand.

4.6.3. Results

The model presented describes well the time evolution of
the basic chemical and photometric parameters of a disk galaxy similar to the
Milky Way. The metallicity, luminosity and colors obtained are typical of such
disk galaxies.

• Figure 4.41. Luminosity evolution of the model galaxy.
• Figure 4.42. Photometric evolution of the model galaxy.
• Figure 4.43. Color index evolution of the model galaxy.
• Figure 4.44. Evolution of the model galaxy in the (B-V ) vs. V plane.
• Figure 4.45. Evolution of the model galaxy in the (U -B) vs. (B-V ) plane.
• Figure 4.46. Evolution of the model galaxy in the (U -B) vs. (V -K) plane.
• Figure 4.47. Evolution of the model galaxy in the [Fe/H] vs. V plane.
• Figure 4.48. The “real” Mstar/LV evolution of the model galaxy.
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Fig. 4.45. Evolution of the model galaxy in the
(U -B) vs. (B-V ) plane

Fig. 4.46. Evolution of the model galaxy in the
(U -B) vs. (V -K) plane
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Fig. 4.47. Evolution of the model galaxy in the [Fe/H] vs.
V plane

Fig. 4.48. The “real” Mstar/LV evolution of the model
galaxy
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4.7. Multi-phase chemo-dynamical hardware
accelerated SPH code for galaxy evolution
4.7.1. Introduction

Since several years the method of smoothed particle hydro-
dynamics (SPH, [96]) calculations have been applied successfully to study the
formation and evolution of galaxies. Its Lagrangian nature as well as its easy
implementation together with standard N-body codes allows for a simultaneous
description of complex systems consisting of dark matter, gas, and stars [39,
93,106,134,142]. The main features of this SPH variants are: single gas phase,
star formation from SPH particles dependent on the mean mass density within
each individual particle through their free-fall time, and stellar energy release
and mass return to the gas particles. This single-gas phase SPH treatment was
successfully applied to the overall evolution of a Milky Way Galaxy model [11,
138,139] in the sense that they could reproduce main structural and chemical
signatures of the global galaxy and of the disk as one substructures like e.g.
its density profile and metallicity gradient. The recent largest high resolution
single-phase SPH simulations [124] of isolated Milky Way type galaxy (with
106—107 SPH particle numbers) are able to reproduce even the very complex
phase substructures in the highly turbulent ISM.

The main critical issue in such a single-phase SPH treatment, that the stel-
lar energy and mass release due to the different processes of stellar feedback (for
example SNII and SNIa events) are deposited in the same gas phase particle.

We have therefore developed a 3d chemodynamical code which is based
on our single phase galactic evolutionary program. This code includes many
complex effects such as a multi-phase ISM, cloud-cloud collisions, a drag force
between different ISM components, condensation and evaporation of clouds
(CE), star formation (SF) and a stellar feedback (FB). In this sense the multi-
phase SPH part of our new code is quite similar to the description proposed
on the paper [64].

In our new (multi-phase gas) code we also use a two component gas descrip-
tion of the ISM [127,143]. The basic idea is to add a cold (102—104 K) cloudy
component to the smooth and hot/warm gas (104—107 K) described by SPH.
The cold clumps are modeled as sticky N -body particles with some “viscosity”
[128, 144]. This “viscosity” modeled the processes of the cloud-cloud collisions
and a drag force between clouds and hot/warm gas component. The cloudy
component interacts with the surrounding hot/warm gas also via condensation
and evaporation processes [43,74].

In the code we introduce also the star formation from the cold gas
component. The “stellar” particles are treated as a dynamically separate (colli-
sionless) N-body component. Each “stellar” particles describes as a separate
Single Stellar Population (SSP). Only the cold (cloudy) component forms
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the stars. During their evolution, these “stars” return chemically enriched
gas material and energy to both gaseous phases. The code also includes
the photometric evolution of each “star” particle, based on the idea of the
SSP [35, 141]. The summed photometric evolution of the overall ensemble of
“star” particles forms the Spectral Energy Distribution (SED) of the whole ga-
laxy. By ideology our “gas” and “star” multi-phase description is significantly
different from the recently very popular “hybrid multiphase” model proposed
is the paper [133].

In the paper we also present the test results of our newly developed code
for galaxy evolution. As a first test, we calculate the self-gravitating collapse
of an initially isothermal, cool gas sphere [55, 67, 137]. In this part of the test
procedure we concentrate our attention to the test of our “pure” hydro (i.e.
SPH) part of the code.

As a second test, we check also our multi-phase description of gas com-
ponent of the ISM. In this test procedure we compare our condensation and
evaporation description with the results of previous 2d mesh multi-phase hydro
code [66,123].

As an example of the complex evolution of the galactic system, here we
present the dynamical, chemical and photometric evolution of a star forming
dwarf galaxy.

4.7.2. Basic ingredients of the code

“Pure” SPH. Continuous hydrodynamic fields in SPH are
described by the interpolation functions constructed from the known values of
these functions at randomly positioned N “smooth” particles with individual
masses mi [96]. To achieve the same level of accuracy for all points in the fluid,
it is necessary to use a spatially variable smoothing length. In this case each
particle has its individual value of smoothing length — hi.

The more detail and complete description of the basic numerical equations
of SPH the reader can find in many previous publications [11, 20, 106, 137] in
this reason we here just briefly repeat the skeleton equations of the code. The
density at the position of the particle i can be defined as [67]:

ρi =

N∑
j=1

mj ·Wij ,

where:

Wij =
1

2
[W (|ri − rj |;hi) +W (|ri − rj |;hj)].

Following [98] we use for the kernel function Wij the classical spline expression
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in the form:

W (r;h) =
1

πh3


1− 3

2
(r/h)2 +

3

4
(r/h)3, 0 ≤ r/h < 1,

1

4
(2− r/h)3, 1 ≤ r/h < 2,

0, 2 ≤ r/h.

(4.69)

Equations of motion for particle i are:

dri
dt

= vi,

dvi

dt
= −

N∑
j=1

mj

(
Pi

ρ2i
+

Pj

ρ2j
+ Π̃ij

)
∇iWij −∇iΦi −∇iΦ

ext
i ,

where Pi is the pressure, Φi is the self gravitational potential, Φext
i is a gravi-

tational potential of possible external halo and Π̃ij is an artificial viscosity
term. This term we write in a form [5,97,135]:

Π̃ij =
1

2
(fi + fj)Πijfi =

|(∇ · v)i|
|(∇ · v)i|+ |(∇× v)i|+ ϵci/hi

,

where:

Πij =

{[
−αcijµij + βµ2

ij

]
/ρij , if (rij · vij) < 0,

0, else,

µij =
hij(vi − vj) · (ri − rj)

|ri − rj |2 + ϵh2ij
,

hij =
1

2
(hi + hj), ρij =

1

2
(ρi + ρj).

The internal energy equation has the form:

dui
dt

=
1

2

N∑
j=1

mj

(
Pi

ρ2i
+

Pj

ρ2j
+ Π̃ij

)
(vi − vj)∇iWij +

Γi − Λi

ρi
.

Here ui is the specific internal energy of particle i. The term (Γi − Λi)/ρi
accounts for non adiabatic processes not associated with the artificial viscosity.
We present the radiative cooling in the form proposed by [102] (see case “B”)
using the MAPPINGS III software [140]:

Λ = Λ(ρ, u,Z, ...) ≃ Λ∗(T, [Fe/H]) · n2
i ,

ni = ρi/(µ ·mp),

256



4.7. Multi-phase chemo-dynamical hardware accelerated SPH code

Fig. 4.49. The normalized cooling function used in the code for dif-
ferent metallicities

where ni is the hydrogen number density, Ti the temperature and µ the
molecular weight. The resulting cooling function for the wide range of metalli-
cities are presented in the Fig. 4.49.
The equation of state must be added to close the system:

Pi = (γ − 1)ρi · ui,

where γ is the adiabatic index.
In SPH, one of the basic tasks is to find the nearest neighbors of each SPH

particle i.e. to construct its interaction lists for all particles. Basically we need
to find all particles with |rij | ≤ 2max(hi, hj) in order to estimate the density
and also calculate the hydrodynamical forces.

In our code we decide to keep the number of neighbors exactly constant
by defining 2hi to be the distance to the NB — nearest particle [93]. The
value of NB is chosen such that a certain fraction of the total number of
“gas” particles N affects the local flow characteristics. From these we need to
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select the closest NB particles. Fast algorithms for doing this exist, see [119].
In computational reason, if the defined hi becomes smaller than the selected
minimal smoothing length hmin, we set the value hi = hmin.

For calculate the self gravitational potential Φi and self gravitational force
−∇iΦi we use the GRAPE-6A hardware accelerators. The more detail descrip-
tion of the board and the links to the publication about the GRAPE the reader
can find in the http://www.astrogrape.org/ homepage.

In a present code (which is publicly available from the FTP link 1) we use
with the GRAPE the simplest particle-particle (PP) summation scheme for
the gravity calculation between the particles. Such a simple routine is directly
supported by the GRAPE-6A standard library functions. But such a direct
PP scheme is efficient only for the relatively low particle numbers (few 104
particles). For the larger particle numbers (from ∼104 to few 106 particles)
we already develop the more efficient (but, of course, less accurate) TREE-
GRAPE gravity calculation scheme on the base of the [62] paper.

The simulations have been carried out on the dedicated high-performance
GRAPE-6A clusters at the Astronomisches Rechen-Institut in Heidelberg 2,
and at the Main Astronomical Observatory in Kiev 3.

To the time integration of the system of hydrodynamical equations we use
the quite conservative second order Runge—Kutta—Fehlberg scheme. The time
step ∆ti for each particle depends on the particle’s acceleration ai and velocity
vi, as well as on the sound speed ci and the heating vs. cooling balance:

∆t = Cn ·min
i

[√
2hi
|ai|

;
hi
|vi|

;
hi
ci
;
ui
u̇i

]
,

where Cn = 0.1 is the Courant’s number. In computational reason, we also can
fix the minimal integration time step ∆tmin.

The integration doing in a two steps:
Predictor step: 

r
n+ 1

2
i = rni + vn

i · ∆t

2
+ ani ·

(
∆t

2

)2
/2,

v
n+ 1

2
i = vn

i + ani · ∆t

2
,

u
n+ 1

2
i = uni + u̇ni · ∆t

2
.

1 ftp://ftp.ari.uni-heidelberg.de/staff/berczik/mp-cd-sph
2 GRACE: see http://www.ari.uni-heidelberg.de/grace
3 golowood: http://www.mao.kiev.ua/golowood/eng
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Fig. 4.50. The “hot/warm” (SPH gas) phase particles distribution for the selected different
timesteps of the model galaxy. The scale unit is kpc

Fig. 4.51. The “hot/warm” (SPH gas) phase particles distribution for the selected different
timesteps of the model galaxy. The scale unit is kpc

Corrector step:
rn+1
i = rni + vn

i ·∆t+

[
1

3
· ani +

2

3
· an+

1
2

i

]
· ∆t2

2
,

vn+1
i = vn

i + a
n+ 1

2
i ·∆t,

un+1
i = uni + u̇

n+ 1
2

i ·∆t.

259



CHAPTER 4. Dissipative N-body & gasodynamical model

Fig. 4.52. Time evolution of the thermal, kinetic, potential and total
energy for the collapse of an initially isothermal gas sphere. The di-
fferent lines corresponds to the different gas particle numbers

SPH hydro code test. The self-gravitating collapse of an initially iso-
thermal, cool gas sphere has been a common test problem of different SPH
codes [39, 55, 67, 134, 137, 142]. Following these authors, we consider a spheri-
cally symmetric gas cloud of total mass M, radius R, and initial density profile

ρ(r) =
M

2πR2

1

r
.

We take the gas to be of constant temperature initially, with an internal
energy per unit mass of

u = 0.05
GM

R
.

At the start of the simulation, the gas particles are at rest. We initi-
ally distribute randomly the particles inside the set of spherical shells in a
manner that reproduces the density profile. We use a system of units with G =
= M = R = 1.
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Fig. 4.53. The relative total energy error for different models. The
different lines corresponds to the different gas particle numbers. In the
figure we also present the energy error results of the GADGET code
with “standard” parameters for the 32,000 particles

In Fig. 4.52 and Fig. 4.53 we present the time evolution of the different
type of energy and the relative total energy error. In the Fig. 4.53 we also
present the energy error results of the public access GADGET SPH code [134]
with “standard” parameters for the 32,000 particles. During the central bounce
around t ≈ 1.1 most of the kinetic energy is converted into heat and a strong
shock wave travels outward.

For all these runs the number of neighbors was set NB = 50 and the
gravitational softening was set ε = 0.01. For the integration of the system of
equation we use the second order Runge—Kutta—Fehlberg scheme with fixed
time step ∆t = 10−4.

The results presented in the figures agree very well with those of [137] and
with [134]. The maximum relative total energy error is around 0.05 % even for
moderate (8,000) particle numbers.
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Fig. 4.54. The time evolution of the mass exchange rate due to con-
densation vs. evaporation (CE) effects (left). The letters indicate the
phase (i.e. H — Hot; C — Cold) and the numbers indicate the different
models

Multi-phase gas processes. In our (multi-phase gas) code we use a two
component gas description of the ISM [127,143]. The basic idea is to add a cold
(102—104 K) cloudy component to the smooth and hot/warm gas (104—107 K)
described by SPH. The cold clumps are modeled as N-body particles with
some “viscosity” [144] (cloud-cloud collisions and drag force between clouds
and hot/warm gas component).

For the parametric description of the cold clumps in the code we use the
mass vs. radius relation for clouds based mainly on observations and also some
theoretical work in this direction [80,87,132]:

hcl ≃ 50

√
mcl

106M⊙
(pc).

This parameterizations has already successfully been applied for the descri-
ption of the cloudy ISM by [144] and in the cd grid code by [127]. The jump
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Fig. 4.55. The time evolution of the mass exchange rate due to
condensation vs. evaporation (CE) effects. In the figure we compare
our “best” model VER-04 with 2d multi phase hydro mesh code results,
for the similar initial conditions

in physical conditions of the 2 gas phases causes exchange processes that
try to smear out discontinuities. The basic mechanism between “cold” and
“hot/warm” gaseous phases is heat conduction that leads to mass and energy
exchange as condensation of hot/warm gas or evaporation (CE) of the cold
cloud clumps.

In our code we follow the prescription of these processes using the analyti-
cal results by [43]. In this model the basic parameter controlling the process
of CE is σ0, which represents the ratio of the electron mean free path λκ and
the cloud size hcl:

σ0 =

(
Thot(K)

1.54 · 107

)2 1

Φnhot(cm−3)hcl(pc)
.

If the hcl is smaller than λκ (σ0 > 1) saturated evaporation occurs. Vice
versa, if the temperature of the hot gas becomes low or the cloud size very large,
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Fig. 4.56. The number rate of SNII, SNIa, PN and SW events for the
SSP with the 104 M⊙ and with solar metallicity Z⊙ = 0.02

the cooling length scale becomes shorter than the cloud size and the conditions
change to condensation. For simplicity and as in [43] we just use here σ0 = 0.03
as transition value from evaporation to condensation, although a more detailed
physical description should invoke the cooling or field length [7, 89].

The rate at which “cold” clouds evaporate to the surrounding “hot/warm”
gas or acquire mass from it by condensation is given by:

dmcl

dt
(kg/s) =


0.825 · T5/2

hothclσ
−1
0 , σ0 < 0.03,

−27.5 · T5/2
hothclΦ, 0.03 ≤ σ0 ≤ 1,

−27.5 · T5/2
hothclΦσ

−5/8
0 , σ0 > 1,

where we have used Φ = 1 (no inhibition of evaporation by magnetic fi-
elds). In the formula we use the (K) and (pc) units for the temperature and
cloud radius.

In addition to the mass exchange between the gas phases we include also
the momentum transfer by the CE processes.
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Fig. 4.57. The energy returned rate from the SSP with the 104 M⊙
and with solar metallicity Z⊙ = 0.02 due to SNII, SNIa, PN and SW
events

Another important effect of dynamical interaction between the two gaseous
phases is cloud dragging (DRAG). For this reason we use the prescription
proposed in the papers [32,130]:

dpcl

dt
= −CDRAG · πh2clρhot · |vcl − vhot| · (vcl − vhot),

where the drag coefficient CDRAG represents the ratio of the effective cross
section of the cloud to its geometrical one πh2cl and is set to 0.5. A value of
order unity for CDRAG has the physically correct order of magnitude for the
forces exerted by a pressure difference before and after a supersonic shock
wave [42].

The second important dynamical effect in the evolution of the cloudy medi-
um is a cloud vs. cloud collisions (COLL). These processes also can significantly
reduce the kinetic energy of the cloudy system. As a first approach for these
processes we assume that in each collision the colliding clouds loss only 10 %
of its kinetic energy.
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Fig. 4.58. The returned mass rate from the SSP with the 104 M⊙ and
with solar metallicity Z⊙ = 0.02 due to SNII, SNIa and PN events

Condensation/evaporation test. As a CE test for our code, we calculate
the isothermal evolution of an isolated “hypothetical” gas system inside a dark
matter halo. We directly compare our results with the 2d multi-phase hydro
mesh-code [66,123] for the same system.

The initial total gas content of our test system is 2 × 109M⊙ (99%
“cold” + 1 % “hot/warm”) which is placed inside a fixed dark matter halo
with parameters r0 = 2 kpc and ρ0 = 2M⊙/pc3 [37]:

ρdm(r) = ρ0 ·
r30

(r + r0)(r2 + r20)
.

With these parameters the dark matter mass inside the initial gas distri-
bution (20 kpc) is ≃ 3.2× 1011M⊙. The initial temperatures for the cold gas
is set to 2× 103 K, for the hot gas to 106 K. For the initial gas distribution we
use a Plummer—Kuzmin disk with parameters a = 0.1 kpc and b = 2 kpc [94]:

Φgas(r, z) = − G ·Mgas√
r2 + (a+

√
b2 + z2)2

.
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Fig. 4.59. The returned mass rate of 16O and 56Fe from the SSP with
the 104 M⊙ and with solar metallicity Z⊙ = 0.02 due to SNII and SNIa
events

The gas rotates initially in centrifugal equilibrium (in the total “dm” +
+ “gas” gravitational field) around the z-axis.

In some of the models we also use the idea of clouds initial mass function
(CIMF) [95]. We use the power law CIMF with index −1.5 with lower and
upper mass limits 104 M⊙ and 106 M⊙.

In Fig. 4.54 and Fig. 4.55 we present the time evolution of mass exchange
rate via condensation/evaporation for different models. In the basic model
VER-01 we use 5,000 same mass hot/warm (SPH) gas particles and 5,000
same mass cold gas particles. In the next model VER-02 we use the 10,000 +
+ 10,000 particles. In the model VER-03 we use the same particle numbers
as in VER-01, but for the mass distribution of the cold clumps we use the
CIMF. In the model VER-04 we use the same particle numbers as in the model
VER-02 but also with CIMF.

The figures show that the basic behavior of mass exchange rate between
the hot/warm and cold phase described well with our model (practically inde-
pendently from particle number and initial mass distribution of cold clumps)
and also have a same rate as in the 2d multi phase mesh code [66,123].
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Fig. 4.60. The time evolution of the magnitudes for the SSP with the
104 M⊙ and with solar metallicity Z⊙ = 0.02

Star formation. Stars inject a significant amount of mass, momentum
and energy (both mechanical and thermal) in the galactic system through
supernova (SN) explosions, Planetary Nebulae (PN) events and stellar winds
(SW). The gas dynamics then strongly depend on the star formation (SF) and
a feed back (FB) processes.

Stars are supposed to be formed from collapsing and fragmenting cold
gaseous clouds. Different SF criteria for numerical simulations have been exami-
ned [61, 72, 106]. In our code we use the “standard” Jeans instability criterion
inside the “cold” cloud particle, with randomized efficiency for SF. Basically,
we form “star” not from the “hot/warm” SPH gas (as in a many other previous
SPH codes because of their single gas-phase representation) but in the “cold”
clouds which, of course, intensively interact with the “hot/warm” phase via
condensation vs. evaporation.

As a first step for the SF criterion we select the capability of “cloud”
particles by:

hcl > λJ ≡ ccl

√
π

Gρcl
.
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Fig. 4.61. The time evolution of the color indexes for the SSP with
the 104 M⊙ and with solar metallicity Z⊙ = 0.02

After this we calculate the maximum SFR using the idea, that in this case
the whole Jeans mass MJ inside the Jeans volume VJ is converted into a star
particle during the free-fall time τffcl :

dρmax
∗
dt

≡ MJ

τffclVJ
=

4

3

√
6G

π
· ρ3/2cl

with

τffcl ≡
√

3π

32Gρcl
.

The actual SFR in each current SF step is set by randomizing each maximum
SFR:

dρ∗
dt

= RAND(0.1÷ 1.0) · dρ
max
∗
dt

.

The mass of newly formed “star” particle we can be derive as:

mstar =
dρ∗
dt

· τffcl .
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Fig. 4.62. The radial distribution of the cumulative mass for the di-
fferent components in the central region of the model galaxy after
1 Gyr

Each “cold” cloud we check for the next SF only if we have at least the
τcl from the last time of the SF act in the particle. These condition prevent
the unphysically high SF activity in some low temperature “cold” particles and
add the element of self-regulation in our SF algorithm.

Feedback processes from stars. SSP-chemo. Every new “star” particle
in our SF scheme represents a separate, gravitationally bound star formation
macro region i.e. a SSP. The “star” particle is characterized its own date of
birth tSF when it is formed. We assume that in the moment of creation the
“star” particle, the individual stars inside our macro “star” particle distributed
according to the [77] Initial Mass Function (IMF):

Φ(m) = A


20.9 ·m−1.3, 0.1 ≤ m < 0.5,

m−2.2, 0.5 ≤ m < 1.0,

m−2.7, 1.0 ≤ m < 100,
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Fig. 4.63. The radial distribution of the surface density for the different
components in the central region of the model galaxy after 1 Gyr

where the value A = 0.310146 is given by the normalization of the IMF:
mupp∫

mlow

m · Φ(m) dm = 1.

The values of mlow = 0.1M⊙ and mupp = 100M⊙ define the lower and upper
mass limit of the IMF.

In the paper [25] in more detail describe our software for the calculation
of the chemical output from the selected SSP (check the dependence from
the selected IMF, initial metallicities and other parameters) 4. In this complex
N -body/SPH code, in numerical reason, we fix the IMF and use the, more
simple, metallicity independent chemical output as in our previous paper [11].
We also consider only the production of 16O and 56Fe. During the evolution,
these “star” particles return the chemically enriched gas to surrounding “gas”
particles due to SNII, SNIa, PN events.

4 SSP: see http://ssp-chemo.pbwiki.com/
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Fig. 4.64. The radial distribution of the volume density for the indivi-
dual particles in both gaseous phases of the model galaxy after 1 Gyr

For the calculation of the stellar lifetime in the program we using the metal
dependent approximation formula base on the theoretical stellar track of the
Padova group [26,36,120]:

lg tdead = a0(Z)− a1(Z) · lgm+ a2(Z) · (lgm)2,

where a0, a1, a2 defined as:
a0(Z) = 10.130 + 0.0755 · lg Z− 0.0081 · (lg Z)2,

a1(Z) = 4.4240 + 0.7939 · lg Z + 0.1187 · (lg Z)2,

a2(Z) = 1.2620 + 0.3385 · lg Z + 0.0542 · (lg Z)2,

here tdead calculates in years, m given in M⊙ and Z given in the absolute
values (the mass fraction off all elements heavier as He). This approximation
give the very good results for the wide range of masses and mettalicities (m
from 0.6M⊙ up to 120M⊙ and Z from 7 · 10−5 up to 0.03).
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Fig. 4.65. The radial distribution of the temperature for the individual
particles in both gaseous phases of the model galaxy after 1 Gyr

The “star” particles return to ISM the energy due to the SW, SNII, SNIa,
PN processes. We assume what each SNII and SNIa events return to the ISM
∼1044 J energy, in the moment of the star death. Due to the SW the “star”
particle return to the neighbor “gas” the ∼1044 J, but during the whole li-
fetime of the high mass stars. The PN event return to the surrounding gas
the ∼1040 J also in one moment, like in the SNII and SNIa events. The total
energy released by all processes from “star” particles calculated at each time
step and distributed (in the form of thermal energy) between gas particles.
Due to the different energetic scale of the events the energy coming from the
SNII and SNIa distributed between the neighbor (NB = 50) “hot/warm” SPH
gas particles and the energy from SW and PN returned to the neighbor (50)
“cold” gas clumps.

SNII. We can define the number of SNII explosions inside a given “star”
particle during the time from t to t+∆t using a simple equation:

∆NSNII =

mdead(t)∫
mdead(t+∆t)

Φ(m)dm,
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Fig. 4.66. The temporal evolution of the mass for the different
components of the model galaxy

where mdead(t) and mdead(t+∆t) are masses of stars that end their lifetimes
at the beginning and at the end of the respective time step. We assume that
all stars with high masses between 8M⊙ and 40M⊙ produce SNII, for which
we use the yields from [118,161].

PN. To take into account PN events inside the “star” particle we use the
equation:

∆NPN =

mdead(t)∫
mdead(t+∆t)

Φ(m)dm.

We assume that all stars with intermediate masses between 1M⊙ and 8M⊙
produce PN, for which we use the yields from [152].

SNIa. The method described in [120] and proposed in [63, 88] is used
to account for SNIa. In simulations, the number of SNIa exploding inside a
selected “star” particle during each time step is given by:

∆NSNIa =

mdead(t)∫
mdead(t+∆t)

Φ2(m2)dm2.
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Fig. 4.67. The temporal evolution of the mass exchange rate for the
different components of the model galaxy

The quantity Φ2(m2) represents the initial mass function of the secondary
component and includes the distribution function of the secondary’s mass
relative to the total mass of the binary system mB [88]:

Φ2(m2) = A2

msup∫
minf

(
m2

mB

)ξ
m−γ−1

B dmB,

where minf = max(2·m2, 3M⊙) and msup = m2+8M⊙. We set the parameter
ξ = 2 following the paper [63]. The value of γ = 2.7 for the intermediate
mass stars (between 1M⊙ and 8M⊙) according to the accepted [77] IMF. A2

is a normalization constant which is connected with the IMF normalization
constant A and with the parameter ξ with equation:

A2 = ζ · 21+ξ(1 + ξ) ·A,

where we set the second parameter ζ = 0.05 [63, 88]. For the chemical output
of the SNIa process we use the “updated W7” model presented in the paper
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Fig. 4.68. Temporal evolution of the metallicities. Individual metalli-
cities of newly born stars are marked by dots

[107]. This model is a extended and updated variant of the very successful
previous SNIa model [145].

In Fig. 4.56 we present the number rate of SNII, SNIa, PN and SW events
for the SSP with the 104M⊙ and with solar metallicity Z⊙ = 0.02.

In Fig. 4.57 we present the energy returned rate from the SSP with the
104M⊙ and with solar metallicity Z⊙ = 0.02 due to SNII, SNIa, PN and
SW events.

In Fig. 4.58 we present the returned mass rate from the SSP with the
104M⊙ and with solar metallicity Z⊙ = 0.02 due to SNII, SNIa and PN events.

In Fig. 4.59 we present the returned mass rate of 16O and 56Fe from the
SSP with the 104M⊙ and with solar metallicity Z⊙ = 0.02 due to SNII and
SNIa events.

Photometric evolution of stellar component. SSP-photo. The code
also includes the photometric evolution of each “star” particle, based on the idea
of the SSP [35, 141]. At each time-step, absolute magnitudes: MU , MB, MV ,
MR, MI , MK , MM and MBOL are defined separately for each “star” particle.
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Fig. 4.69. Radial distribution of the metallicities after 1 Gyr. Indivi-
dual metallicities of newly born stars are marked by dots

The spectro-photometric evolution of the overall ensemble of “star” particles
forms the Spectral Energy Distribution (SED) of the galaxy.

In the Fig. 4.60 and Fig. 4.61 we present the time evolution of the magni-
tudes and the color indexes for the SSP with the 104M⊙ and with solar metalli-
city Z⊙ = 0.02, based on the paper [141].

4.7.3. Model

Initial conditions. As a test of our new code, we calculate
the evolution of an isolated star forming dwarf galaxy. The initial total gas
content of our dwarf galaxy is 2 × 109M⊙ (80 % “cold” + 20% “hot/warm”
which is placed inside a fixed dark matter halo with parameters r0 = 2 kpc
and ρ0 = 0.075M⊙/pc3 [37].

With these parameters the dark matter mass inside the initial distribution
of gas (20 kpc) is ≃2× 1010M⊙. The initial temperatures for the cold gas we
set 103 K, for the hot/warm gas 105 K. For the initial gas distribution we use
a Plummer—Kuzmin disk with parameters a = 0.1 kpc and b = 2 kpc [94].
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Fig. 4.70. Temporal evolution of the [O/H]. Individual metallicities of
newly born stars are marked by dots

The gas initially rotates in centrifugal equilibrium (in the total “dm” + “gas”
gravitational field) around the z-axis.

We choose the dwarf galaxy as an appropriate object for our code, because
in this case even with a relatively “small” number of cold “clouds” (∼104) we
achieve the required physical resolution for a realistic description of individual
molecular clouds (∼105M⊙) as a separate “cold” particle. In the simulation we
use Nhot = 104 SPH and Ncold = 104 “cold” particles. After 1 Gyr more then
104 additional “stellar” particles are created.

Results. After a moderate collapse phase the stars and the molecular
clouds follow an exponential radial distribution, whereas the diffuse gas shows
a central depression as a result of stellar feedback. The metallicities of the
galactic components behave quite differently with respect to their temporal
evolution as well as their radial distribution. Especially, the ISM is at no stage
well mixed.

In Fig. 4.62 and Fig. 4.63 we present the mass and surface density distri-
bution of the different components in the central region of the model after
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Fig. 4.71. Relative metallicity evolution [O/Fe] vs. [Fe/H]. Individual
metallicities of newly born stars are marked by dots

1 Gyr of evolution. In the region up to ≈2 kpc the baryonic matter dominates
over the DM. The surface density of the stars can be well approximated by an
exponential disk with a scale length of 0.55 kpc.

In the distribution of hot gas (see Fig. 4.50, Fig. 4.51), we see a central
“hole” (≈1 kpc), as a result of gas blow-out from the center mainly due to
SNII explosions but not for the cold gas. This results disagrees with the model
by [101] where a density hole occurs caused by their single gas-phase treatment.

In Fig. 4.66 and Fig. 4.67 we present the evolution of the mass and the
mass exchange rate of the different components. The SFR (i.e. dMSTAR/dt)
peaks to a value of 1M⊙yr−1 after 200 Myrs. Afterwards it drops down to
0.2M⊙yr−1 within several hundred Myrs. I.e. that after 1 Gyrs the stellar mass
has already reached 5× 108M⊙. Another interesting feature is the behavior of
the hot gas phase mass exchange. After the initial violent phase of condensation
an equilibrium is established which gives a hot gas fraction of about 10 % of
the total gas mass.
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Fig. 4.72. Temporal evolution of the model galaxy magnitudes in di-
fferent spectral branch

The metal content of the diffuse gas and the clouds differs significantly
over the whole integration time (see Fig. 4.68 and Fig. 4.69). Due to SNII
and SNIa events the metallicity of the hot phase exceeds that of the clouds by
almost one order of magnitude (∼5 times). The clouds mainly get their metals
by condensation from the hot phase.

The central metallicity plateau (up to 1 kpc) of the cold component is
explained by the fact, that condensation of metal-enriched material does not
work efficiently in that region. This signature agrees well with the observed
abundance homogeneity in dIrrs over up to 1 kpc (e.g. in I Zw 18: [71]).
Moreover, the conditions in the center lead mainly to evaporation of clouds
which also prevents the mixing with the metal enriched hot gas.

In the Fig. 4.72 and Fig. 4.73 we present the evolution of the model galaxy
magnitudes in different spectral branch and also the color indexes.

FUSE observations. One of the key feature in our multi-phase SPH
model description is a fact, that the “hot/warm” and “cold” gas phase have
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Fig. 4.73. Temporal evolution of the model galaxy color indexes

a different metal content. As we already mention in the discussion of the
figures Fig. 4.68 and Fig. 4.69 the total metal content of our model dwarf
galaxy in the different gas phases significantly differ (∼5 times). Only for a
very few selected dwarf galaxies [38] using the high resolution FUSE (Far
Ultraviolet Spectroscopic Explorer, [100]) spectroscopic observational data we
can check directly the metallicity differences between the “hot/warm” (i.e.
nebular gas, using emission lines) and “cold” (i.e. neutral gas, using absorption
lines) gas phases.

The “cumulative” resulting table from the paper [38] (see Table 3.) show
the Oxygen [O/H] metallicity differences between the nebular and neutral gas
phases for 5 dwarf galaxies (NGC 625, NGC 1705, IZw 18, IZw 36, Mrk 59).
In average the metallicity in the “hot/warm” phase for these selected dwarf
galaxies higher in a factor of ∼6 compare to the “cold” phase. Such a large
metallicity differences, as we see from our plots (Fig. 4.68, Fig. 4.69, Fig. 4.70
and Fig. 4.71), can be easily explained in our multi-phase SPH model.
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4.7.4. Conclusions

We present our recently developed 3-dimensional chemody-
namical code for galaxy evolution. It follows the evolution of all components
of a galaxy such as dark matter, stars, molecular clouds and diffuse inter-
stellar matter (ISM). Dark matter and stars are treated as collisionless N -
body systems. The ISM is numerically described by a smoothed particle
hydrodynamics (SPH) approach for the diffuse (hot) gas and a sticky particle
scheme for the (cool) molecular clouds. Additionally, the galactic components
are coupled by several phase transitions like star formation, stellar death or
condensation and evaporation processes within the ISM. As an example here
we present the dynamical, chemical and photometric evolution of a star forming
dwarf galaxy with a total baryonic mass of 2× 109M⊙.

4.8. Conclusion

1. Based on our numerical N-body “sticky-particle” simulati-
ons with the additional artificial viscosity, presented in [17, 18, 22], we showed
that to provide the required surface density of the baryonic matter in the
Galactic disk solar neighborhood (σ ≈ 50M⊙/pc2) we need to have a signi-
ficant baryonic halo with mass ∼2 · 1011M⊙. Most of the baryonic material
of the evolving Galactic disk in our model formed by the accretion of the
baryonic halo material on to the disk. These theoretical calculations describe
the nature of the baryonic component of the Galactic halo, which may be in a
cold “clumpy” gas phase of molecular hydrogen H2. Such “clumps” can have a
complex internal, fragmented or even “fractal”, structure.

2. Having developed our own Smoothed Particle Hydrodynamics (SPH)
code [20], we used it to carry out a large set of calculations of the collapse of
triaxial fragments. Our models [15,21] shows that the complex distorted “bar-
like” disk structures (including the galactic bar itself) and associated spiral
arms mainly formed during the initial collapse phase of the gas, roughly during
the first ∼1 Gyr of isolated fragment evolution. We use some general initial
conditions for our triaxial protogalactic fragments, i.e. the clouds have sizes A,
B, C — such that A > B > C. We set the three-dimensional field of initial
velocities in our models as: V(x, y, z) = [Ω × r]. In this way we have described
the initial process of galactic substructure and galactic disk formation.

3. We propose [16, 23] the new “energetic criteria” of star formation and
of star formation efficiency itself ϵSF in our complex N-body/SPH programs.
We tested our new star formation recipes thoroughly [24] and showed that using
our method we model the star formation in a self-consistent way and that the
mass of the stellar component in our galaxy models is almost independent from
the initial number of gas fragments (number of SPH particles) in our model.
This algorithm makes it possible to interpret the results which were obtained
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using moderate SPH-particle numbers and to use them for the whole galaxy,
which, of course, contains a much larger number of fragments of gas than we
use for our model calculations.

4. Using our new “energetic criteria” for both star formation and the
star formation efficiency ϵSF [16, 23, 24] allowed to us construct the model for
qualitative and quantitative analysis of the chemo-dynamical evolution of our
own Galaxy [10–12]. The proposed gas-dynamic CD-SPH code allowed a self-
consistent description of global and local (in the solar neighborhood) dynamical
and chemical evolution of disk galaxies (with general parameters close to those
of our Milky Way). Numerical model suggested by the author in [11,12] within
the general model, successfully described in a self-consistent way the global
dynamical properties of the disk (surface density distribution and rotation
curve of the disk), and global chemical properties (metallicity gradient inside
the disk). Simultaneously, the model also well-described the chemical properti-
es of the solar neighborhood (the distribution of stars by metallicities, as well as
the “age—metallicity” relation). This comprehensive modelling of gas-dynamic
evolution and star formation, as well as the return of chemical elements and
energy from the stars back into the gas phase allowed to us offer the solution
for the so-called “G-dwarfs problem” in the solar neighborhood.

5. We first applied our Multi-Phase Chemo-Dynamical SPH (MP-CD-
SPH) code to chemodynamical modelling of the evolution of actively star formi-
ng dwarf galaxies [13,14]. Our models showed that the different gas components
of galaxies also have a significantly different history of heavy element enri-
chment. Abundance differences, for example in oxygen [O/H], between the
hot gaseous inter-cloud medium and the oxygen in cold gas clouds, can reach
almost one order of magnitude. Emission spectral lines and absorption spectra
of the same dwarf galaxies NGC 625, NGC 1705, I Zw 18, I Zw 36 and Mrk 59,
obtained by the recent FUSE space telescope observations, showed just such a
difference between the amount of oxygen in the hot inter-cloud and cold cloudy
phases of interstellar gas material in these sites.
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CATACLYSMIC VARIABLES —
THE FAINT INTERACTING CLOSE
BINARY STARS AT THE LATE
STAGE OF EVOLUTION
E.P. Pavlenko

5.1. Introduction
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Cataclysmic variables (CVs) represent significant part of ba-
ryon matter in our Galaxy according to the modern data of
X-ray observations [55, 59]. Their space density estimated
as 10−4—10−5 per pc−3 [1, 52, 55]. CVs are the close bina-
ry stars at the late stage of their evolution, they are for-
med on timescale of 0.1—10Gr [66]. CVs contain a primary
compact component (white dwarf, or neutron star, or black
hole) and the late type component. The later component fills
in its Roche lobe and losses material via inner Lagrangian
L1 point onto the compact star. If the primary is a non-
magnetic star, accretion occurs from an accretion disk orbi-
ting the primary. If the primary is magnetic white dwarf
with field strength of 107—108 G, accretion happens directly
onto magnetic poles without creating an accretion disk. In
intermediate cases when a white dwarf possesses magnetic
field of ∼106 G, there could be both disc and pole accretion
[78]. The main components of a CV are shown in Fig. 5.1
schematically.

CVs exhibit a wide range of phenomenology — dwarf
nova eruptions which are thought to be caused by ther-
mal instabilities in the accretion disks [5], and classical no-
va explosions which are thermonuclear runaways of the ac-
creted matter on the white dwarf [78]. The range of ob-
served phenomena depends on the mass transfer rate (that
for CVs is ∼10−8—10−11 [78]), the mass ratio of the stellar
components, and the magnetic field strength of the accre-
ting white dwarf. The orbital periods of the majority of CVs
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Fig. 5.1. Schematic view of a nonmagnetic (A) and
magnetic (B) binary

lay in a region ∼6 hours —
76.2 minutes (period mini-
mum) [31,32].

The mass transfer and se-
cular evolution of CVs is dri-
ven by angular momentum
loss caused mostly by mag-
netic braking [71] for orbi-
tal periods >3 hr and by gra-
vitational radiation [35] for
orbital periods <2 hr. Pas-
sing the minimal period, the
secondary component conti-
nues to loose its mass. The-
re must be a population of an
extremely low-mass secondari-
es with mass <0.1 solar mas-
ses (brown dwarf donor stars
or so-called “period bouncers”
or “bouncers”) in CVs.

Period bounce should oc-
cur when the thermal timesca-
le of a secondary ∼M−1

2 be-
comes longer than the mass-
transfer timescale ∼M2 [51],
so they cross over when M2 is sufficiently low. When mass-transfer is dri-
ven by angular momentum loss from gravitational radiation alone, this occurs
when M2 is near 0.07 solar masses [53,58].

Period bouncers have been proposed as the final stage of CV evolution
since 1981 [53,58]. According to the theoretical predictions [6,17,18,33,34,52]
∼70—75% of the current CV population have evolved past the orbital period
minimum since their evolution at this stage is much slower than at earlier stage.

CVs on the final stage of evolution are presented by WZ Sge type stars
(see Kato et al. [23]), having the shortest orbital period, large amplitude of the
superoutburst and long (tens of years) recurrence time.

The real number of the observed bouncers is much smaller than predicted
one. The reason is a selection effect. As it was describes by Knigge et al.
[31,32] the donors in close binaries exhibits a fairly sharp drop in temperature,
luminosity, and optical/ infrared flux well before the minimum period. That is
why the detection of brown dwarf secondaries in CVs is extremely difficult task.
Since CVs are intrinsically faint binaries (the candidate period bouncers should
have the quiescent magnitude Mv = 13—14 [63]), they are unknown objects
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until they manifest themselves via bright outburst. The discoveries of new
CVs happen sporadically due to a different monitoring projects. Some projects
serve for discovery of the CVs outbursts, for example the Catalina Real-Time
Survey [12], watch by amateurs, etc. Another way is a search for outbursts of
CVs that happened in the past by inspecting of a photographic plates available
through a virtual observatories and private collections. A majority of these
stars are located in the solar neighborhood. The attempt to estimate a “missed
population” was done by Uemura [68].

The SDSS projects (see for example [64]) are able to extract a CVs in their
quiescent state up to 21m, so penetrate deeper into Galaxy and to detect CVs
at distance as far as 10498 pc [24].

The white dwarf masses according to the study of most recent measu-
rement of single non-magnetic DA white dwarfs discovered by SDSS are di-
stributed between 0.59 and 1.4 solar masses [30], and the mean mass for the
stars brighter than g = 19 and hotter than Teff = 12000‘K, is 0.593(16) solar
masses. A last measuring of WD masses in CVs (observations of 17 interme-
diate polars with X-ray telescope Suzaku [79]) revealed the WDs in region of
0.4—1.2 solar masses with mean mass 0.88± 0.25 solar masses.

The accumulating of accretion matter leads to the thermonuclear runaway
on the WD, that could happen (as it is believed) once 104 years. Much faster,
typically once a week — several tens of years, the thermal instability of accreti-
on disk accompanied by accretion onto the WD and outburst, occurs ([41, 78]
and references therein). As a whole, the WDs in binaries are hotter then
isolated WD of the same age. Urban and Sion [69] found that the average
temperature of white dwarfs in dwarf novae with orbital periods less then 2 hr
is ∼18 000 K and those with orbital periods larger than 3 hr, ∼26 000 K. A long
accretion history forces WDs in close binaries many times to enter the instabi-
lity strip and leave it. The latest investigations [65] showed that instability
strip for the accreting WDs is wider the instability strip for isolated WDs.

Using the Spitzer Space Telescope, Howell et al. [19] have discovered that
the accretion disk in the late type CV, WZ Sge is far more complex than
previously believed. They found that the well known gaseous accretion disk is
surrounded by an asymmetric disk of dusty material with a radius approxi-
mately 15 times larger than the gaseous disk. This dust ring is completely
invisible at optical and near-IR wavelengths, hence consisting of “dark matter”.
Assuming that the mass transfer rate of donor star in WZ Sge system is
Ṁ = 10−12M⊙ yr−1, while a dust disk mass estimate is 10−16M⊙, authors
calculated that the dust torus can easily be replenished continuously by a
small amount of dusty material transferred from the cool brown dwarf-like
secondary star.

Another Spitzer observations discovered an invisible matter — in form of
circumbinary dust disks [7, 18] around magnetic CVs also.
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5.2. Observations and results

The goal of our observations was: 1) search for potential
brown dwarfs, 2) study of the interaction of a late type donor (particularly,
brown dwarf) with white dwarf, 3) explore the structure of accretion discs
among selected CVs. The main observations have been carried out in the pri-
mary focus of the 2.6-m mirror Shajn telescope [45—50]. Also the observations
at 2-m and 60-cm telescopes in the observatory at peak Terskol, at 60-cm
telescope of the Crimean laboratory of the Sternberg University and at 50-cm
telescope of Tatranska Lomnica observatory have been carried out. Mostly we
used filters R or V or no filters in order (if necessary) to reach a high time
resolution. The selected targets were SDSS J 080434.20 + 510349.2 = EZ Lyn,
SDSS J102146.44+ 234926.3 = IK Leo, OT J012059.6+ 325545, V1108 Her,
WZ Sge, V455 And, 1RXS J184542 + 483134.

5.2.1. White dwarf — late type donor star interaction

The study of the WDs masses is very important from a point
of view of the SN Ia progenitors. The question is whether the accretion onto
the white dwarf in some CVs actually grows the white dwarf mass to the
Chandrasekhar limit. Wheeler [74] in his resent work considered the peculiarity
of accretion that in the close pairs of white dwarf + M dwarf, could avoid the
classical nova event and could be the single degenerate progenitors of type Ia
supernovae.

It is amazing that extremely low mass donor, which is invisible in optic,
continues to lose its material onto white dwarf and this interaction eventually
leads to the tidal instability of accretion disc and its powerful optical outburst.
In this subsection we present our contribution to an observational investigation
of interaction of a low-mass late type donor star and white dwarf. Here we
consider a rare light curves of the superoutbursts of several WZ Sge type CVs,
accompained by a series of peculiar events — rebrightenings (EZ Lyn, OT
J012059.6+ 325545 [25,26,45]), and one prolonged rebrightening (IK Leo [67]).

EZ Lyn was first discovered as a CV and was considered as a potential
dwarf nova with an underlying white dwarf (WD) in quiescence prior to the
2006 outburst [64]. It was first found in outburst by Pavlenko et al. [45] in
2006. Despite there was some reason to believe that EZ Lyn is similar to WZ
Sge, possessing the outburst activity once per tens of years, it displayed the
second outburst four years after the 2006 outburst [26, 50]. The overall light
curve is shown in Fig. 5.2.

The 2010 outburst differed from the previous one at least in a sequence
of rebrightenings (they are not seen in a presented scale). The comparison of
rebrightenings is given in Fig. 5.3. Besides their different number during the
first and second outbursts, rebrightenings in 2010 have a larger amplitude. Also
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Fig. 5.2. The light curve of EZ Lyn in 2006–2010. The arrow points
to the first detection of a non-radial pulsations of the white dwarf.
The first prolonged box designates the time interval where pulsations
were observed. The second small box indicates the period of unstable
appearance of observed pulsations

Fig. 5.3. The comparison of the
rebrightenings of the EZ Lyn that
occured after the 2006 outburst
(dotted line) and the 2010 outburst
(solid line). The zero-point of the
X axis starts at the rapid decli-
ne after the main outburst plateau.
Data are combined, using T0 =
= JD 2453801 for the 2006 outburst
and T0 = JD 2455470 for the 2010
outburst

the system became fainter much more quickly in 2010 than in 2006 at the same
epoch following the end of the main outburst. In ∼ one month since the end
of the main outburst, EZ Lyn was one magnitude fainter in the 2010 than in
the 2006.

OT J012059.6 + 325545 was first discovered in outburst by Itagaki [22] in
2010. This dwarf nova displayed a spectacular sequence of at least 9 rebrighte-
nings. It has been observed by us in a framework of the VSNET campaign [26].
Here we present the part of the superoutburst light curve obtained in Crimea,
Terskol and Tatranska Lomnica (Fig. 5.4).

IK Leo was discovered in its outburst (V = 13m.9) by Chrinstensen [8] on
CCD images obtained in the course of the Catalina Sky Survey in 2006. It
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Fig. 5.4. The light curve of the OT J012059.6 +325545 during the
2010—2011 superoutburst

Fig. 5.5. The light curve of the IK Leo during the 2006 superoutburst

is the WZ Sge type star that displayed a superoutburst in 2006. We studied
this CV in the framework of VSNET campaigns [20, 67]. The light curve of
the outburst plotted based on our observations is shown in Fig. 5.5. Contrary
to the SDSS J0804 and SDSS J0120, this binary had only one prolonged
rebrightening.

A sequence of rebrightenings is rather rare phenomenon that potentially
could be registered in some of WZ Sge type stars [23]. The importance of this
phenomenon for search for the invisible matter in CVs will be described below.
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Fig. 5.6. The data of WZ Sge in
2008 quiescence folded on the orbi-
tal period. The mean points are
shown by open circles. For clarity
data are plotted twice

Similar to EZ Lyn, V1108 Her is a WZ Sge type star that has the respecti-
vely short recurrence time of outbursts that could be as short as 2 years [57].
There were no outbursts during a course of our observations in 2008.

5.2.2. The structure of accretion discs

Here we describe the peculiarities of accretion discs in the
WZ Sge type stars, V455 And, V1108 Her, EZ Lyn and IK Leo that may have
much larger extension and reservoir of poorly visible matter in an outermost
parts of discs.

The WZ Sge type stars as a subclass of SU UMa stars show the periodical
brightness variations “superhumps” (Psh) that can be considered as the beat
period (Pbeat) between the orbital period (Porb) and precession period (Pprec)
of the elliptical disc [72]:

Pprec/Psh = Pprec/Porb − 1. (5.1)

The disc became elliptical and begins to precess [73] if its outer edge achie-
ves the 1 : 3 resonance for the systems with mass ratio q < 0.3. In the systems
that have evolved past the period minimum (q < 0.1), the disc can be larger
and achieve more stronger 1 : 2 resonance [16].

Generally the CVs with high enough inclination may display a brightness
modulation with orbital period. The typical “orbital” light curve has a one-
humped profile like for example U Gem [78]. It is caused by different visibility
of a hot spot on the accretion disk in the classical model [61] or of a hot line
in terms of an alternative model (see for example [14]). However a subgroup of
the WZ Sge stars stands out among CVs displaying (typically) a two-humped
orbital light curves in quiescence ([49] and references therein). The examples
of the phase-averaged light curves are presented in Figs. 5.6—5.8.
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Fig. 5.7. The data of V455 And
folded on the orbital in 2011 qui-
escence. The mean points are shown
by open circles. For clarity data are
plotted twice

Fig. 5.8. The data of V1108 Her
in 2008 quiescence folded on the
orbital period. The mean points are
shown by open circles. For clarity
data are plotted twice

The profiles of the known orbital light curves of WZ Sge systems do differ.
They can consist of a single sinusoidal wave as, for example, in HV Vir [37],
EG Cnc [39], or a two-humped wave with well separated humps, each of which
lasts half a period and has an equal (or almost equal) amplitude. Two-humped
light curves are also known in systems such as WZ Sge [36], V455 And [2,28],
AL Com [43], EZ Lyn [47], SDSS J123813.73 – 033933.0 [81], BW Scl [3], SDSS
J161033.64 – 010223.3 [77], and SDSS J013701.06 – 091234.9 = FL Cet [56].
Rogoziecki and Schwartzenberg—Cherny [60] have found that switching from a
single-humped curve to a two-humped curve can occur in WX Cet, and noted
that this phenomenon has also been detected in WZ Sge [36]. Sometimes one
or both humps in the light curves of WZ Sge systems undergo “splitting” (or
have a “dip”), so that a peak at 1/4 of the orbital period can also appear in a
periodogram. In 1971, Krzeminski and Smak [36] offered their explanation of
the two-humped orbital light curve of WZ Sge: each of the humps is associated
with the same hot spot on the disk, but only one of them corresponds to a
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Fig. 5.9. The data folded on the orbital period for EZ Lyn in qui-
escence. In separate cuts four types of the light curve shape is shown

position of the hot spot on the leading edge of the disk relative to the observer,
while the other is on the opposite edge and is observed through the transparent
disk. Obviously, the central region of the disk is only partially transparent
and, when the hot spot lies exactly behind this region, a sudden drop in the
brightness may be detected at the second hump. A similar effect is also seen
in WZ Sge at the brightness minimum. The transparency of the disk in WZ
Sge stars may be a consequence of a very low rate of transfer of matter from
the secondary star.

As it is seen on the Fig. 5.9, an original light curves of EZ Lyn can be
two-humped with equal amplitudes and no splitting, or with splitting of one
or both humps [43,48].

Dramatic change of the orbital profile from night to night and even from
cycle to cycle could be observed in V1108 Her (Fig. 5.10).

This last circumstance contradicts the proposed model, at least for EZ Lyn.
Another explanation of the two-humped curve is related to a spiral structure of
the accretion disk predicted in 1979 by Lin and Papaloizou [38] using the light
curve of WZ Sge as an example. They calculated that such a structure occurs
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Fig. 5.10. Data folded with the orbital period for the three longest series of
observations of V1108 Her (arranged vertically). Each series is represented by
curves from three successive orbital cycles (a1—a3, b1—b3, c1—c3)

only in disks extending to the 2 : 1 resonance, which can happen only when
the mass ratio of the components is extremely small, <0.1. In their model
a two-armed structure is maintained even when transfer of matter from the
donor star to the acceptor star is cut off, while the width of the spiral branches
depends on the viscosity. Osaki and Meyer [42] were the first who demonstrated
that the reason for the so-called “early superhumps” is also a 2 : 1 resonance
that is attained when q < 0.09. The calculations of Aviles et al. [4], show that
the two-humped structure of the short-period dwarf nova SDSS J123813.73 –
– 033933.0 is well described by a model with a 2 : 1 resonance with a low vi-
scosity of the accretion disk. As for V1108 Her, the orbital light curve of this
dwarf nova is not similar to either the typical single-humped or the typical
two-humped curves encountered in WZ Sge stars. V1108 Her differs from the
two-humped light curves of WZ Sge stars in that the structure of the smaller
hump is highly variable; it can vanish entirely, while its averaged profile looks
more like a low plateau (although in individual cycles, both humps can be well
separated and have similar amplitudes (see Fig. 5.10, a3)). V1108 Her differs
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Fig. 5.11. The periodogram for the
data of the V1108 Her in 2008
quiescence

from the single-humped sinusoidal orbital curves of the sort found in HV Vir
and EG Cnc, in that the main hump in its light curve lasts all of half the
orbital period. In this representation, the average curve for V1108 Her can be
regarded as single-humped with a grazing eclipse at phase 0.5. One common
property of the light curve of V1108 Her and the two-humped curves for WZ
Sge stars is a sporadic doubling of each of the humps, i.e., a periodicity equal
to a quarter of the orbital period. Such peculiarity produces additional peak at
1/4Porb on periodograms, as it is seen for the data of V1108 Her (Fig. 5.11).
In analysis of time series we used the “ISDA” package [54].

This periodicity vanishes after subtraction of the orbital modulation with
harmonics from the data; hence, it cannot be related to nonradial pulsations
of the white dwarf. Kato, et al. [27], have estimated the radius of the accretion
disk of V1108 Her at the end of the 2004 outburst (0.499a± 0.149a, where a is
the distance between the components) and shown that, to within the limits of
error, it may correspond to the radius where a 2 : 1 resonance occurs. On the
other hand, the mass ratio q = 0.068 and the two-humped profile for at least
some of the curves also indicate (in accordance with [38]) that the accretion
disk in this system has reached a 2 : 1 resonance. An accretion disk close to a
2 : 1 resonance has a rotation period equal to half the orbital period and any
structure (such as a blob) encounters a tidal perturbation twice during this
period, thereby creating a signal equal to 1/4 of the orbital period, which has
also been observed in the light curves of V1108 Her.

We studied the superhumps evolution of the IK Leo during the VSNET
campaign [67]. The IR observations have been performed with KANATA 1.5-m
telescope at Higashi-Hiroshima Observatory led to discovery of unprecedented
infrared activity during a rebrightening phase in a form of a prominent infrared
superhumps.These provide evidence for the presence of mass reservoir at the
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outermost part of the accretion disk. It was proposed that a moderately high
mass-accretion rate at this infrared active region could be a source of the long-
lived rebrightening observed in IK Leo.

5.2.3. White dwarf pulsations

In most CVs, the luminosity caused by accretion dominates
the total luminosity from a binary. The white dwarf itself, having MV ∼ 10m—
13m, is seldom seen. So there is a great interest on CVs with detectable and
pulsating WD because study of pulsations could reveal information about the
stellar mass, core composition, age, rotation rate, magnetic field strength, and
distance [40] (see the review papers [13, 75,76].

Using the astroseismology techniques, it is possibly to measure a cooling
rate of WD. There are some evidences from observations that the real WD
cooling is much faster than expected from theoretical models. Isern et al. (1992)
[21] declared that the cooling rate of the WD G117 –B15a is a factor of 2—
6 higher relatively theoretical calculations. The authors assumed that axions
could provide the extra cooling necessary to account for the observed cooling
rate and estimated the mass of axions. In this respect the study the drift of
pulsation period on a long time scale is very important because this period
depends on the WD temperature.

In this paragraph we point attention on a peculiarities of the WD nonradial
pulsations in the WZ Sge type dwarf nova, EZ Lyn that are induced by a low-
mass donor star. We also suspect that the WD in the IK Leo probably displays
sporadically appearing nonradial pulsations.

Pavlenko (2007) [45] first discovered the non-radial pulsations of the WD
in EZ Lyn. Now there are fifteen accreting pulsating WDs belonging to the
SU UMa stars [40, 70]. Among the accreting pulsators that have experienced
a dwarf novae outburst, EZ Lyn has the most dramatic history of events in
a short time scale. Remind that during 2006—2010 interval EZ Lyn under-
went two outbursts in 2006 and 2010, accompanied by 11 and 6 rebrighte-
nings consequently [26, 45]. Additionally a series of mini-outbursts have been
observed in December, 2006—January, 2007 [80]. Thus EZ Lyn gives a uni-
que opportunity to study the evolution of the WD pulsations under such rare
conditions as frequent accretion events.

The first pulsations were detected 8 months after the 2006 outburst and
lasted for ∼2 years. In Fig. 5.12 (a—k) the examples of original light curves
of the EZ Lyn are shown. For each data the Fourier transform (FT) after
orbital period subtraction was calculated and correspondent periodograms
are performed in Fig. 5.12 (l—u). One could see that every periodogram
(with exception of (m)) shows a sequence of significant peaks. These seri-
es concentrate within 40—150 d−1. The most stable pulsation corresponds to
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Fig. 5.12. The light curves (a—k) and corresponding Fourier transforms (l—u) for the
separated observations of EZ Lyn in 2006—2008. The solid line are drown through the
frequencies 57 and 114 d−1 while the dotted one — through the 68 d−1
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Fig. 5.13. The light curve of EZ Lyn including two minioutbursts
(above) an corresponding drift of 12.6-min pulsation (below). The zero-
point of the time scale is JD 2454000

114 d−1 (12.6 min) and its twice value 57 d−1. The peak at 68 d−1 could be
caused by the four-humped structure of the orbital light curve profile because
it coincides just with 1/4Porb. The less stable peak could be seen at frequency
near 74 d−1 and 148 d−1. Many of peaks probably are not connected with WD
pulsations.

We did not find any significant pulsations in 1—1.5months before the
outburst. The first detection of the most stable 12.6-min. pulsations was in
∼8 months after the expected start of the outburst. It is not clear whether
the lack of pulsations at JD 2454063 was their temporary disappearance or
caused by the insufficient data statistics. It is already known that the pulsators
in dwarf novae could stop their pulsations by some reason contrary to the
ZZ Ceti stars [62]. So the lack of pulsations in EZ Lyn in two occasions
before outburst at JD2453384 [64] and at JD2453856 [45] could not be the
argument that before outburst the white dwarf never pulsated. However it is
possible to suggest that the compressional heating during the outburst and
further fast cooling forced the white dwarf in the EZ Lyn to enter the instabi-
lity strip.

On every nigh when the 12.6-min period was recorded, we estimated its
snapshot value. The drift of this period in a region of 732—768 s is obvious.
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Fig. 5.14. The drift of periods and
amplitudes of the 12.6-min pulsati-
ons of EZ Lyn during ∼900 days
since the appearance of pulsati-
ons. Zero-point of the time scale is
JD 245400

This region is ∼10 times wider than those found by Mukadam et al. [40] for
SDSS J 161033.64 – 010223.3 on a time scale that is ∼100 times shorter then
ours. Meantime Uthas et al ( [70]) found even larger drift of pulsations for
SDSS J 1457 +51 and BW Scl occured within 86 s during 47 d.

In Fig. 5.13 we presented the details of period drift around the miniout-
bursts. It is seen that during the minioutbursts themselves there is a larger
scatter of periods, while after the every of minioutburst the periods lengthened.
In a whole during the ∼900 days this period varied in the same region regardless
of the presence of minioutbursts. The drift of this period together with ampli-
tude of pulsations is shown in Fig. 5.14. The amplitudes varied from 0.013m to
0.030m. The last data at JD ...600—...960 showed a decrease in period together
with a decrease in amplitude. There was, however, no correlation between peri-
ods and amplitudes for the entire data.

The brightness variations of the IK Leo in quiescence (4 years after the
2006 outburst) show no modulation with expected orbital period. However
during one from four nights Leo06 displayed a strong variability with short
period 0.0136877-d. The corresponding periodogram and data folded on the
best period are shown in Fig. 5.15. It is seen that the mean amplitude of these
variations is about 0.01m. This periodicity can’t be the orbital one because
it has not been keeping in other nights. The periodicity may be rather WD
nonradial pulsations that could appear and disappear unexpectedly as in our
observations of EZ Lyn [50].

5.2.4. Search for the masses of donors

There is an attractive way of indirect estimation the mass of
a star-donor among a subclass of CVs, SU UMa type stars using a photometry.
These close binaries are characterizing by a normal outbursts lasting 3—5 days
and superoutbursts typically lasting 10—14 days [78]. There are brightness vari-
ations during the superoutbursts several percents longer the orbital variations
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Fig. 5.15. The Fourier periodogram for the IK Leo (above) and the
data folded on the 0.0136877-d period (below)

(positive superhumps). Once the orbital period Porb and the superhump peri-
od Psh are known, it is possible to find from observations a fractional period
excess ϵ:

ϵ = (Psh − Porb)/Porb, (5.2)

where Porb is an orbital period and Psh is period of superhumps.
Using the relationship between ϵ and the ratio q of the masses of the

secondary (m2) and primary (m1) components found by Patterson [52],

ϵ = 0.18q + 0.29q2, (5.3)

or in linear form independently obtained by Knigge et al. [32]:

q(ϵ) = (0.114± 0.005) + (3.97± 0.41)ϵ− 0.025), (5.4)

one could calculate a mass ratio of the components q = m2/m1.
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To find candidates for brown dwarfs among the cataclysmic variables, we
undertook the observations of a newly discovered dwarf novae. While detecti-
on of a superhumps during the superoutbursts is available with the small
telescopes due to a relatively high brightness of system at this stage of its acti-
vity, the search for the orbital period in quiescence demands bigger telescopes.
Optical modulation with orbital period could be detected in systems with
rather high inclinations.

For this task we used the photometric observations of the follow targets as
potential stars-bouncers: EZ Lyn, V1108 Her and IK Leo.

From our observations we found Psh = 0.059539 and Porb = 0.0590048 d
for the EZ Lyn [46], [25] and Porb = 0.05672 d for the V1108 Her [49]. Period
of superhumps for V1108 Her (0.05778 d) was first found by Price et al. [57].

Using equations 1.3.1 and 1.3.2 we obtained ϵ = 0.009, q = 0.047 for EZ
Lyn and ϵ = 0.0135, q = 0.068 for V1108 Her. The mass of the secondary
component is constrained to be 0.028—0.065 solar masses for the EZ Lyn and
by 0.041—0.095 solar masses for V1108 Her (if we put the mass of the whi-
te dwarf to be 0.6—1.4 solar masses). So the secondary component (donor)
of the EZ Lyn and V1108 Her, could be the brown dwarf with a high pro-
bability.

Observations of IK Leo did not identify the orbital modulation probably
because of a low inclination of the system [48].

5.2.5. New potential bouncer
candidate among the magnetic CVs

The ROSAT source 1RXS J184542 +483134 (hereafter
1RXS J1845) was first identified as an eruptive star by Denisenko and So-
kolovsky [10]. Later on Denisenko and Smirnov [11] found from photometry
that the star exhibited high-amplitude (1.6 magnitudes) brightness variations
with a period of 79 min. They suggested that this source is a non-magnetic
cataclysmic variable with a strong reflection effect. Such suggestion implied
that the compact component, which produces the heating of the secondary so
strong, must be a neutron star or a black hole.

In order to study this system in detail we have been carried out a
photometry in BVRI or without usage of filters at ZTSh during several nights in
May, 2011. Additionally we applied to the SWIFT for UV and X-ray observati-
ons and obtained them successfully partially simultaneously with our optical
photometry [44]. The resulting data in BVRI folded on the orbital period are
shown in Fig. 5.16. The previously unknown short-lasting eclipse is clearly seen.
Its depth is probably different in BVRI, reaching the biggest value of 2m in
V . However the time resolutions have been used during a quasi-simultaneous
multi-color observation did not allow to define the difference correctly.
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Fig. 5.16. The BVRI data of 1RXS J1845 folded on the orbital period 0.0549082 d. The B
data are shown in cut a, V , R and I data are shown in cuts b, c and d correspondingly

The light curves appear to be asymmetric with steeper declining branch
and enhanced scattering of the data around phase 0.5 in all spectral bands
(that is opposite to eclipse).

The SWIFT UV data and time of X-ray quanta arrival correlated with the
orbital period.

In order to define the eclipse profile with higher time resolution, we
observed it without filters (Fig. 5.17). The depth of eclipse was about 1m.4
that is close to those obtained in R. The eclipse ingress and egress are very
sharp, lasting about 0.005 of Porb corresponding to eclipse of a compact source
of a radiation.

Taking into account the X-ray and optical peculiarities described above,
we concluded that previous interpretation [11] was wrong. The object is a
cataclysmic variable indeed, but is not a disc system with reflection effect.
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Fig. 5.17. The unfiltered eclipse
profile of 1RXS J0038 in 2011 qui-
escence

Actually it consists of a late type companion donor and highly magnetic white
dwarf with simultaneous and unequal accretion onto both magnetic poles. The
brighter compact accretion region (accretion column) having a size of ∼0.034
white dwarf radius is eclipsing by companion.

Using timing of eclipses, we refined the orbital period and obtained the
ephemeris for the mid-eclipse time:

HJDecl = 2455677.37609 + 0.0549082E, (5.5)

where E is a number of orbital cycles.
This period falls to the region of the shortest orbital period for magnetic

CVs close to the minimum period.
According to theoretical models [32], all CVs with orbital periods <90 min

could be a potential bouncers — systems containing a brown dwarf that passed
the period minimum in their evolution. All known bouncer candidates are
nonmagnetic CVs. Until now it has been proven that only magnetic CV EF Eri
contains a brown dwarf mass donor [15]. More over, Chun et al. [9] suggested
that the stars donors in magnetic CVs are “more normal” then their cousins in
a non-magnetic CVs. So the search for and studies of a short-period magnetic
CVs is very important for understanding of a role of the white dwarf magnetic
field on the late evolution of CVs, and for estimation of a magnetic CVs fraction
containing brown dwarf among entire bouncers.
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Observations of galaxies and their clusters and modelling
of their gravitational properties, provided one of the major
enigma in astronomy for a long time, at least from 70-th
(see [103]). In the framework of the conventional paradig-
ma, clusters contain matter galaxies with stars formed bil-
lions of years ago. However, the “visible” amount of mass in
clusters are not enough to make them gravitationally bound.
In other words, the observed masses are not sufficient to
prevent the galaxies from “escaping”. There must be some
kind of invisible mass (dark matter) to provide a stability
of these complicate dynamical systems (see [24]).

Another indication of the presence of dark matter in
galaxies we found in the flatness of the rotation curves
of galaxies and clusters (see [23]). Namely, there are no
downward turns. It means the mass distribution extends
far beyond the measured values, probably in the forms of
massive haloes of dark matter, i.e their masses increase out-
ward [68].

These and the other ideas about invisible matter gai-
ned powerful confirmations by the end of the last century on
the basis of cosmological data. The very first observations of
Supernovae 1a and CMB anisotropy showed that about 30 %
of the whole cosmological density is due to the matter with a
non-relativistic equation of state, which is often assumed as
the “cold” matter having negligible pressure. From consi-
derations of nuclear reactions in the Early Universe and
the elements abundance we know that the content of usual
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baryonic matter cannot exceed 4—5 %. Therefore, most of this “cool” matter
must be non-baryonic. This view gains support from WMAP and PLANK
observations, weak lensing (cf. Bullet Cluster), etc.

On the other hand, a huge fraction of baryonic matter is also in some
“invisible” or almost “invisible” form! From the viewpoint of the conventional
science, possibility is that this invisible matter is concentrated in objects of
low luminosity.

• Gas in the intergalactic space. Large amounts of the intergalactic gas
may exist in a form of low density clouds in the space in galaxies and between
galaxies can be detected by only radio observations on 21 cm−1. Till now we
have known a little to proper account its mass which is invisible in optical and
infrared spectral region (de Paolis et al. [65]). The mass of intergalactic gas is
calculated to be a considerable amount, perhaps greater than the amount in
galaxies and stars.

• Stellar Remnants, i.e white dwarfs, neutron stars or black holes, could
make up the Dark Matter [64]. However, our understanding of the history of the
Milky Way makes it unlikely that stars could have formed and died sufficiently
rapidly in the past to make up the necessary mass of 10 or more times the
current mass of stars (see [28]).

• Ultracool dwarfs (UCD), i.e dwarfs of masses less than 0.1M⊙. We use
here the definition “ultracool dwarfs” for all low mass objects of spectral classes
later than M6. In general, the number of dwarfs increases dramatically as we
go to the lower bottom of the Main sequence. We do not know definitely if
this trend continues beyond the cutoff for the ignition of nuclear reactions. If
so, population of ultracool dwarfs might account for a significant fraction of
the Dark Matter. Unfortunately, UCDs are hard to spot since they are cool
and very low in luminosity. Recent infrared studies found a lot of ultracool
dwarfs, but not in sufficient numbers to make up the dark matter needed in
the Milky Way.

In this chapter we draw our main attention to the physical properties of
the ultracool dwarfs. Populations of ultracool dwarfs occupy the right-bot-
tom quadrant below the bottom of the conventional Main sequence. A lot of
ultracool dwarfs in the solar vicinity were discovered after 1995 (see [5] for
review). Up to now, more than two-thirds of stars within 10 parsecs are M
dwarfs and it is very probable that this number density prevails throughout
our Galaxy. Unless there is a sharp turn-down in the stellar mass function, they
and even lower mass objects are an important component of the Galaxy’s mass.
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6.2. M-dwarfs of later spectral classes

Studies of M dwarf spectra are of interest to many branches
of modern astrophysics. Indeed, perhaps 70 % of stars within 10 parsecs are M
dwarfs and it is very probable that this number density prevails throughout our
Galaxy. The population of these numerous low-mass stars (0.08 M⊙ < M <
< 0.6 M⊙), together with substellar objects (brown dwarfs; M ≤ 0.075 M⊙,
see section 6.3) would contain an appreciable amount of the baryonic matter
in the Galaxy.

M-dwarfs are occupied the right-bottom corner of the classical diagram of
Hertzshrung—Rassel diagram. Before 1995 two M-dwarfs, i.e. VB8 and VB10
were known as the coolest dwarfs of the Galaxy. Effective temperatures of M-
dwarfs cover the wide range 2200 < Teff < 3800 K, gravity parameter log g in
atmospheres of young M-dwarfs are of log g = 4.0—5.0. In fact M-dwarfs of
log g = 4.0—4.5 lies above their Main Sequence. Due to the low masses (M <
< 0.1 M⊙ times of their evolution toward Main sequence are huge (>10 Gyr).

M-dwarfs are fully convective objects. Due to the low temperatures in their
interiors and atmospheres the radiative transfer processes there is not effective
enough due to the low opacity. Therefore convective envelope extends from the
core to the lower photosphere.

The verification of the theory of stellar evolution and structure of stars,
the detection among M dwarfs of a subset of young brown dwarfs, and the
physical state of plasma in their low temperature atmospheres are among a
few of the interesting problems that may be addressed through the detailed
study of M-dwarfs.

6.2.1. Procedure of synthetic spectra computation

Hereafter we discuss the results of theoretical spectra com-
putation and comparison of them with observations.

First of all, to analyse spectrum of any M-dwarf, as well as any other star
we should determine a long range of input data:

— model atmosphere. In the most general case the model atmosphere is
a table of physical parameters, i.e. pressure, number densities, temperature,
etc, vs depth in stellar atmosphere. As a depth parameter we use rosseland
mean optical depth or column density ρx =

∫
ρdx, here ρ is the densi-

ty on the geometrical depth x. In our work we use two grids of model
atmospheres computed by Tsuji [106] and Hauschildt et al. [32], These two
grids of atmospheres were computed in the framework of similar paradigmas,
therefore provide similar results.

— The data set of constants needed to model ionization-dissociation equi-
librium. The detailed descriptions of the procedure of computations of the
molecular densities in stellar atmospheres can be found in the papers of
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Tsuji [104] and Kurucz [48]. Here we note that in the case of M-dwarfs the
system of the equations of chemical equilibrium should include all chains of
possible reactions for ions, neutral atoms and molecules, including polyatomic
molecules.

— A set of continuum and pseudocontinuum opacity sources. It it worth
noting that in the case of M-dwarfs negative ion of hydrogen is not the
main source of opacity, because number of free electrons sharply decreases
with lowering temperatures in atmospheres of M-dwarfs. Main donors of free
electrons here are metals of low ionization potential, especially alkali metals
(see Pavlenko et al. [69]).

— Lists of lines of molecular bands and atomic lines that are the significant
absorbers in the cool oxygen-rich atmospheres.

Theoretical spectral energy distributions 1 were computed for model at-
mospheres of M-dwarfs with effective temperatures Teff = 2500—3200 K from
the NextGen grid of Hauschildt et al. [32] for solar metallicity [1]. Hereafter we
use the syntax “effective temperature/ gravity/metallicity”, e.g 2800/5.0/0 to
signify the model atmosphere. Unless otherwise mentioned all models are for
log g = 5.0. Computations of synthetic spectra were carried out by the program
WITA6 [70] assuming LTE, hydrostatic equilibrium for a one-dimensional
model atmosphere and without sources and sinks of energy. The equations of
ionization-dissociation equilibrium were solved for media consisting of atoms,
ions and molecules. We took into account ∼100 components [76]. The constants
for equations of chemical balance were taken from [104].

Molecular line data were taken from different sources. TiO line lists were
taken from Plez [86] and Schwenke [96]. CN lines came from CDROM 18 [49];
Atomic line list was taken from VALD [47]. In our modelling spectra of M-
dwarfs and ultracool dwarfs we account CrH and FeH lines provided by Burrows
et al. [12] and Dulick et al. [22], respectively. Lines of H2O were computed using
the lists by Partrige & Schwenke [67], Jorgenssen [39], Barber et al. [4]. The
partition functions of H2O were also computed from these data. Then, we
accounted 12C16O and 13C16O line lists were computed by Goorvitch [29].

The profiles of molecular and atomic lines were determined using the Voigt
function H(a, v). Parameters of their natural broadening C2 and van der Waals
broadening C4 were taken from Kupka et al. [47] or in their absence computed
following Unsöld [107]. Owing to the low temperatures in M dwarf atmospheres
and consequently, electron densities, Stark broadening could be neglected. As
a whole the effects of pressure broadening prevail. Most of our computations
for synthetic spectra were carried out for the fixed microturbulent velocity
Vt = 2 km/s. The instrumental broadening was modelled by gaussian profiles
set to approximate the resolution of the observed spectra.

1 Hereafter we use the term “synthetic spectra” to simplify the text.
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6.2.2. Spectra of late
M-dwarfs in the optical spectral regions

Optical spectra of late M-dwarfs, as well as spectra of all
stars of spectral type M, are governed by absorption features created by TiO
bands (Fig. 6.1). VO bands (B-X) are seen in the optical region, too (see
[70, 75, 81] for more details). In general, TiO bands are used to identify the
spectral class of M-dwarf.

Only a few atomic lines can be seen in spectra of late M-dwarfs, see Fig. 6.1.
Most of them are the resonance lines or subordinate lines of low excitation
energies of the neutral alkalies. Due to the low temperatures in atmospheres of
late dwarfs only the alkali metals are presumably in the form of neutral atoms.
Analysis of alkali lines in spectra of M-dwarfs is not easy deal, due to strong
blending molecular lines.

Indeed, in spectra of M-dwarfs, and in more common case, spectra of
ultracool dwarfs, we cannot determine continuum in the conventional sense
(see Fig. 6.1). Specifically in case of M-dwarf spectra the haze of molecular
lines covers the whole range of spectral regions available for analysis. Well, to
study limited spectral ranges we can use some kind of pseudocontinuums in
spectra. Still, in more general case spectral energy distributions provide much
more detailed information about star of our interest. Indeed, blue and red part
of any spectral regions show the different sensitivity on the temperature in the
spectrum formation layers. Then, the shape and intensity of molecular bands
response on the variation of physical parameters in stellar atmosphere.

All problems of theoretical modelling of M-dwarfs spectra can be seen on
the example of investigation of spectrum GJ406 provided by Pavlenko et al.
[82], see also [81]. The relative importance of the different opacities contributing
to our synthetic spectra is shown in Fig. 6.2.

Fig. 6.1. Formation of M-dwarf spectra. Main source opacities in spectral region λλ 3500—
9000 Å (left), Spectral region with the strongest atomic lines shown in large scale (right)
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6.2.3. Infrared spectra of M-dwarfs

The dominant source of opacity in the infrared spectral regi-
on for the late-type M dwarfs is water vapor (Fig. 6.2) which easily forms at
relatively high pressures and low temperatures.

In general, water vapor opacity is important for computations/modelling
of theoretical spectra in the infrared spectral region, as well as to compute the

Fig. 6.2. The different molecules contribution to the synthetic spect-
rum formation in Teff/log g/[Fe/H] = 2800/5.0/0.0 model atmosphere
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modern model atmospheres. The attempts of computation of the astrophysi-
cally significant line list of H2O lines began in the early 60-th. First concept
of developing astrophysical applications for lists of H2O absorption lines was
suggested by Auman [2]. He managed the known characteristics of this mole-
cule’s levels and transitions (line intensities, molecular constants, relative band
intensities) to compute the opacity due to the water vapour band absorption.

Auman [2] was the first who computed so called direct mean absorption
coefficients in the frequencies of H2O bands in the infrared spectral region. He
used of relatively simple techniques to account the H2O absorption, due to the
incompleteness of the existing at those days data on the relevant molecular
transitions, as well as a lack of computational capacities.

Recent progress in theoretical molecular quantum mechanics allows us to
perform ab initio calculations to accurately predict the frequency and intensity
for ro-vibrational transitions for water vapor. This means that it is no longer
necessary to extrapolate laboratory measurements for water vapor to untes-
table temperature regimes of which are found in the atmospheres of M dwarfs.

On another hand, the appearance of more advanced techniques for account
opacity sampling opacities and opacity distribution functions (see Michalas
[62] for more details) shows again the necessity for more refined computations
using more complete lists of H2O lines, so that their positions (and, ideally,
intensities) should coincide with those measured in laboratory and/or stellar
spectra.

The Jorgenssen [39] list was used in model-atmosphere computations for
late-type stars for a number of years. However, later investigations by Jones
et al. [38] showed that the list by Jorgenssen [39] is not suitable for studies
requiring a description of the fine structure of rotational-vibrational H2Obands.

Naturally, any computed line list should be tested by comparison with
observations. Spectra of M-dwarfs at wavelengths beyond 1.35 µm are domi-
nated by water vapor. Unfortunately, bands of terrestrial water vapor at these
wavelengths make it notoriously difficult to make accurate measurement from
ground-based observations in that spectral region. In some cases terrestrial
water vapor makes it impossible to make accurate measurement from ground-
based observations at all.

Using the observed by the high resolution Infrared Space Observatory
(ISO) spectra beyond 1.35 µm Jones et al. [37] performed the extensive study
of water bands in spectra of M-dwarfs and showed that M star spectra at
these wavelengths are dominated by water vapor absorption. Jones et al. [37]
used the short wavelength spectrometer on the ISO at four wavelength settings
to cover the 2.5–3. µm region for a range of M stars. The synthetic spectra
computed with AMES Partrige & Schwenke [67] line list can be fitted well to
the observed ISO spectra, see Fig. 6.3. The AMES list was computed ab ini-
tio, using modified potential energy surfaces and theoretical dipole moments
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Fig. 6.3. Fits of computed with Partrige & Schwenke [67] water vapour line list spectra
to the observed by ISO fluxes of GJ 406 and GJ 699, shown on the left and right panels,
respectively

chosen so that the computed positions of the H2O absorption lines coinci-
ded with the HITRAN data [91]. The full AMES line list contains 307 721
352 lines. This list essentially includes the HITRAN list of water vapor lines:
66% of the observed transitions were reproduced with accuracies better than
0.05 cm−1. Moreover, the detailed analysis demonstrated that about 3% of
all lines in HITRAN96 had incorrect wavelengths. Still, Partrige & Schwenke
acknowledge the possible presence of imperfections in the AMES line list. They
note, in particular, the growth of computational uncertainties with increasing
angular momentum. The data on the H2O levels were derived by optimizing
the potential energy surfaces for levels with j < 5. Comparison of AMES and
SCAN lists shows that SCAN list of H2O lines by Jorgensen et al. [39] provide
much less confident results, see Jones et al. [37] for more details.

Jones et al. [37] used a least-squared minimisation technique to systema-
tically find best fit parameters for the sample of stars. However, the effective
temperatures of late M-dwarfs that were found indicate a relatively hot tempe-
rature scale for M dwarfs. By the way, this could be a consequence of problems
with the Partrige & Schwenke linelist which leads to synthetic spectra predic-
ting water bands which are too strong for a given temperature. Such problems
need to be solved in the next generation of water vapor line lists which will
extend the calculation of water vapor to higher energy levels with the good
convergence necessary for reliable modelling of hot water vapor. Then water
bands can assume their natural role as the primary tool for the spectroscopic
analysis of M stars.

The existing uncertainties in AMES line list can be reduced via further
refinement of the potential energy surfaces for higher j values. In fact, next
generation of H2O line list was provided by Barber et al. [4]. Barber et al.
[4] computed BT2 list of H16O infrared transition frequencies and intensities.
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Fig. 6.4. Bet fits of synthetic spectra to the observed VB10 (M8) and LHS2924 (M7) spectra

The list, BT2, was produced using a discrete variable representation two-step
approach for solving the rotation-vibration nuclear motions. It is the most
complete water line list in existence, comprising over 500 million transitions
(65% more than any other list) and it is also the most accurate (over 90 percent
of all known experimental energy levels are within 0.3 cm−1 of the BT2 values).
Its accuracy has been confirmed by extensive testing against astronomical and
laboratory data. More detailed comparison of different line lists was done by
Tennyson et al. [98].

A few another molecular bands can be found of having significant strength
in the IR spectrum of M-dwarfs. Pavlenko & Jones [79] fitted the theoreti-
cal spectra of the ∆v = 2 CO bands to the observed fluxes of some M
dwarfs. They investigated the dependence of theoretical spectra on effective
temperatures as well as carbon abundance and found that the synthetic CO
bands fit the observed data extremely well and therefore they are excellent
diagnostics (Fig. 6.4). In particular the synthetic spectra reasonably match
observations and the best fit temperatures are similar to those found by empi-
rical methods. Pavlenko & Jones [79] also examined the possibility of determi-
nation of 12C/13C isotopic ratio in atmospheres of M-dwarf. They showed
that fundamental 13CO bands around 2.345 and 2.375 µm are good discrimi-
nators for the 12C/13Cratio in M dwarfs. The 2.375 µm band is more useful
because it does not suffer such serious contamination by water vapor transiti-
ons. Unfortunately, the used dataset did not quite have the wavelength coverage
to perform a reliable determination of the 12C/13C ratio in M dwarfs. For this
observing the region 2.31—2.40 µm at a resolution of better than 1000 was
recommended. Furthermore, Pavlenko & Jones [79] claimed the observational
problems of contamination by water vapour at 2.345 µm might be solved by
observing at resolutions of around 50000. They investigated also the possibility
of using the ∆v = 1 CO bands around 4.5 µm and found that the contami-
nation due to water vapor is even more of a problem at these wavelengths.
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The project was continued by Jones et al. [38] who fitted theoretical
spectra to the high resolution infrared observations of the CO 3-1 bands
in the 2.297—2.310 µm region of M and L dwarfs. They found a good
match between the observational and synthetic spectra throughout the 2000—
3500 K temperature regime investigated. Nonetheless, for the 2500—3500 K
temperature range the temperatures that we derive from synthetic spectral
fits are higher than expected from more empirical methods by several hundred
K. In order to reconcile our findings with the empirical temperature scale it
is necessary to invoke warming of the model atmosphere used to construct
the synthetic spectra. We consider that the most likely reason for the back-
warming is missing high temperature opacity due to water vapor. While the
AMES line list is a reasonable spectroscopic match for the new BT2 [4] li-
ne list at 2000 K, by 4000 K it is missing around 25 % of the water vapor
opacity. Jones et al. [38] thus considered that the offset between empirical
and synthetic temperature scales can be explained by the lack of hot water
vapor used for computation of the synthetic spectra. Then, for the coolest
objects with temperatures below 2500 K were found the best fits of synthe-
tic spectra which include hot dust emission. Jones et al. [38] constrain the
rotational velocities of our sources, the determined velocities are consistent
with the broad trend of rotational velocities increasing from M to L.

6.3. Brown dwarfs
Brown dwarfs are low mass objects without hydrogen H1

fusion reactions in their cores (see D’Antona & Mazzitelli [19], Chabrier
et al. [17]), which is the conventional characteristic of stars on the main
sequence. Brown dwarfs have fully convective envelopes, so they are chemi-
cally homogeneous by depth. Other definitions of brown dwarfs are “failed
stars”, “substellar objects”. Brown dwarfs occupy the mass range 13 MJ< M <
< 85 MJ , i.e. on the mass-luminosity diagram they are are located between
the low-mass stars and large gas giant planets. Here Mj is the mass of Jupiter:
1Mj = 0.001M⊙.

6.3.1. First theoretical predictions

The existence of dwarfs without hydrogen burning in their
core was predicted by Kumar [45,46] and Hayashi & Nakano [33]. Kumar [45]
constructed completely convective models for low mass objects 90—40 MJ ,
The non-relativistic degeneracy of their interiors was taken into account. He
claimed that there should be a lower limit to their mass of the main sequence,
i.e. objects with burning hydrogen core in the center part. The objects with
mass less than this limit should be completely degenerate objects, or “black”
dwarfs in the end of gravitational contraction. They never go the normal stellar
evolution.
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6.3.2. First discoveries

In fact, predictions of Kumar [45, 46] were forgotten for
many years. Only huge technological breakthrough of the CCD technologies
and application of the new telescopes and approaches in the infrared spectral
region in the later 80-th give the second life for these ideas. And on the times,
main impetus came from the side of observers. A few groups uses different
methods to discover brown dwarfs (see [5] for more details). The first brown
dwarfs Teide1 and Gl 229B were discovered by Rebolo, Zapatero Osorio &
Mart́in [89] and Nakajima et al. [63], respectively. Interestingly, in both cases
very different methods were used. First brown dwarfs of the late M-dwarf was
found in a deep CCD-based IZ survey at 80 cm telescope of Teide observatory
covering an area of 1 deg2 in the central region of Pleyades, which is a the
comparatively young cluster. In contrary, Nakajima et al. [63] discovered low
mass companion of Gl229A by the very sophisticated techniques. They obtai-
ned measurements at the Hale 5-m and the Keck 10-m telescopes. After proper
account of the scattered light of Gliese 229A they refined the main parameters
of Gl229B.

6.3.3. Lithium test

It is currently believed that the rate of depletion of lithium
and deuterium in the interiors of low-mass stars is primarily determined by
the mass of the star or substellar object. For stars M > 85 MJ , the burning
of lithium, Li (p, α) 4He, becomes efficient at early evolutionary stages prece-
ding the main sequence at interior temperatures of T ∼ 2.5 MK (D’Antona &
Mazzitelli [19]). Young, low-mass stars possess developed convective envelopes,
so that lithium depletion in their central regions is manifest on relatively
short time scales (several tens of million years) as a weakening or complete
disappearance of lithium lines in their spectra. The temperatures in the interi-
ors of brown dwarfs of masses less than 60 MJ are not high enough for lithi-
um burning. Thus, in principle, their primordial lithium abundance should not
change with time. This circumstance led to the idea of the lithium test (Rebolo
et al. [88]), which essentially consists of searching for lithium absorption lines in
the spectra of late M dwarfs as evidence of their substellar nature. The practical
applicability of the lithium test was demonstrated in Pavlenko et al. [69, 76].
Subsequently, the lithium test was successfully used to prove the substellar
nature of several late-type dwarfs (see Rebolo et al. [90], Ruiz et al. [92]).

The lithium abundances in the atmospheres of young stars are also of
interest for other problems. In particular, the position of the line in the
Hertzsprung—Russell diagram separating stars burning lithium from lower-
mass objects that still have lithium in their atmospheres can be used to derive
independent age estimates for young open clusters with ages t < 150 million

328



6.3.Brown dwarfs

years, see [19]. The prospects for applying the lithium test to the identificati-
on of brown dwarfs among L dwarfs were studied by Pavlenko et al. [75], see
section 6.4.1.

6.3.4. Teide 1

Low luminosity M-dwarfs close to the bottom of the Main
Sequence are the best brown dwarf candidates in young clusters of the solar
neighborhood. These young brown dwarfs are comparatively bright. Zapatero
Osorio et al. in 1993—1995 performed a deep CCD CCD-based IZ survey co-
vering an area of 1 deg2 in the central region of the Pleyades and found several
very low luminosity objects using well equipped 80 cm telescope of Teide Ob-
servatory (Tenerife). A few objects of spectral class M6-M8 (Mart́in et al., [57])
definitely belongs to the cluster of coolest known members of the Pleiades [110].
After discovery of the first brown dwarf candidates in the Pleyades they a
special spectroscopic observation program was performed on Keck.

Rebolo et al. [90] using 10 m Keck spectra of the two Pleyades brown
dwarfs Teide 1 and Calar 3 showing a clear detection of the 670.8 nm Li
resonance line, despite strong blending by lines of TiO molecule. Indeed, li-
thium lines in spectra of late M-dwarfs are severely blended by TiO bands
(Fig. 6.5). In fact in that case the main problem of the “lithium test” is to
observe and to model lithium lines at the background of the strong molecular
spectrum formed by TiO bands mainly (Pavlenko et al. [69, 70, 76]). We can

Fig. 6.5. Fit of observed spectrum of young brown dwarf Teide1 (Rebolo
et al. [90]) by theoretical spectra computed for several NextGen [32] “non-
dusty” model atmospheres. Positions of Li I lines are labelled
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only measure relatively strength of lithium lines in respect to the molecular
background formed by molecular bands, so called pseudoequivalent widths [70,
76]. In general, pEW are lower than the true equivalent widths. The formally
determined lithium abundance from pseudo-equivalent widths analysis should
increase in comparison with the case of the true curves of growth.

It is worth noting that in atmospheres of late M-dwarfs Ti and other
metals are depleted due to formation of dust particles (Tsuji et al. [105], Jones
& Tsuji [36], Pavlenko [74]). Simulation of the impact of the “dusty effects” on
the output spectra of the latest M-dwarfs shows, that:

• in the “TiO non-depleted” spectra Li I lines disappear in TiO bands at
Teff = 2000 K.

• Processes of TiO and VO depletion may substantially reduce the strength
of molecular bands around Li I lines (Fig. 6.4). Strictly speaking, the effect
depends on Teff , log g, metallicity.

In fact observations of the Li I in spectrum Teide1 confirmed early predic-
tion of Pavlenko et al. [69] that the core of Li doublet at 6708 Å can be
observed even in the late M-dwarf spectra. Since Pleyades brown dwarfs are
unable to burn Li the significant preservation of this fragile element confirms
the substellar nature of our two objects. Regardless of their age, their low
luminosities and Li abundance place Teide 1 and Calar 3 comfortably in the
genuine brown dwarf realm. Given the probable age of the Pleyades cluster,
their masses are estimated at 55 ± 15 MJ .

Rebolo et al. [90] determined the lower limit of lithium abundance in
atmosphere Teide 1, i.e. log N(Li) > 2.5. Later Pavlenko [70, 71] provided
more detailed analysis of lithium lines in spectra of Teide 1 and Calar 3. Using
procedures of spectral synthesis he showed that the spectrum of Teide 1 may
be reasonably well fitted in the visible region, and pseudoequivalent width
analysis provide even higher lithium abundances (log N(Li) = 3.2).

In fact, these works initiated intermediate and low resolution optical and
near infrared spectroscopy of a few faint, very red objects (20 > I ≥ 17.8,
I − Z ≥ 0.5) discovered in a open clusters [110–113]. These objects are very
cool dwarfs, having spectral types in the range M6—M9. Some of them can be
considered as members of young clusters on the basis of their radial velocities,
Hα emission and other gravity sensitive atomic features like the Na i doublet at
818.3 and 819.5 nm. The latest observations prove that the cloud fragmentation
process extends well into the brown dwarf realm, suggesting a rise in the initial
mass function below the substellar limit.

330



6.3.Brown dwarfs

6.3.5. Brown dwarfs in σ Ori cluster
For some young open clusters the lithium test can be used for

the assessing of subpopulations of brown dwarfs. Computed equivalent widths
for cosmic abundance of log N(Li) = 3.3 (Rebolo et al. [88]) yield true equi-
valent widths exceeding 1 Å for M-stars of Teff = 3500 K. However, up to
90% of profiles of strong lithium lines are covered under the haze of molecular
lines. Still saturated cores are still detectable and can be used to confirm the
substellar nature of many low mass objects in young open clusters.

Zapatero Osorio et al. [112] followed very refined procedure of determi-
nation of age of low-mass objects bound in open cluster σ Ori. Analysis was
performed in the framework of LTE approach. Complex investigation of the “li-
thium age” and Hα age was carried out on the basis of analysis of intermediate-
and low-resolution optical spectra between 6100 Å and 7000 Å, covering Hα
and Li i at λ 6708 Å, for a sample of a sample of low mass stars. Radial
velocities (except for one object) are found by Zapatero Osorio et al. to be
consistent with membership in the Orion complex [112]. The found spectral
classes are in the interval K6—M8.5, which correspond to masses from 1.2M⊙
down to 0.02M⊙ after comparison with state-of-the-art evolutionary models
(Baraffe et al. [3], Chabrier et al. [17]). All cluster members from the sample
show considerable Hα emission and the Li i resonance doublet in absorpti-
on, which is typical of very young ages. Two brown dwarfs with confirmed
membership in the pre-main sequence stellar σOrionis cluster were investi-
gated. The pseudo-equivalent widths of Hα and Li i (measured relative to
the observed local pseudo-continuum formed by molecular absorptions) appear
rather dispersed (and intense in the case of Hα) for objects cooler than M3.5
spectral class, occurring at the approximate mass where low mass stars are

Fig. 6.6. Pseudoequivalent widths
(pEW) of the Li I resonance doublet li-
nes 670.8 nm computed for the “cosmic”
lithium abundance log N(Li) = 3.2 and
the measured in observed spectra in
young dwarfs of σ Ori cluster. TiO line
list by Plez [86] and NextGen model
atmospheres [32] of solar metallicity
were used in theoretical computations.
Solid and dashed lines in the left part of
the plot show the conventional curves
of growth for the line computed for
logN(Li) = 3.2 and 2.0, respectively.
Open circles and open triangles label
sources with Hα emission of pEW > 1
nm and objects with forbidden emissi-
on lines, respectively — see Zapatero
Osorio et al. [112] for more details
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expected to become fully convective. The least massive brown dwarf in the
sample of Zapatero Osorio et al. sample, S Ori 45 (M8.5, ∼0.02M⊙), displays
variable Hα emission and a radial velocity that differs from the cluster mean
velocity [112]. Tentative detection of forbidden lines in emission by Zapatero
Ozorio et al. indicates that this brown dwarf may be accreting mass from
a surrounding disk. Zapatero Osorio et al. [112] presented computations of
Li i λ 6708 Å curves of growth for low gravities (log g=4.0 and 4.5), cool
temperatures (Teff =4000—2600 K), and lithium abundances in the interval
logN(Li) = 1.0—3.4. The distribution of our observed Li i pEWs appears to
be well reproduced by the theoretical pEWs computed for the cosmic lithium
abundance of logN0(Li)= 3.1. This leads us to conclude that lithium has not
yet been depleted in the σOrionis cluster (Fig. 6.6).

After comparison to various lithium depletion curves available in the li-
terature, Zapatero Osorio et al. [112] imposed an upper limit to the cluster age
of 8 Myr, while the most likely age is in the interval 2–4 Myr.

6.3.6. LP944-20

LP944-20 (other names are APMPM J 0340 – 3526, BRI
B 0337 – 3535, LEHPM 3451, 2MASSW J 0339352 – 352544) is an archetypal
dwarf of spectral type M9.5. Dim red dwarf-like Luyten Palomar (LP) 944-20
(M9 V) was cataloged by Luyten & Kowal [55]. The dwarf is comparatively
bright (Mbol = 14.22, Dahn et al. [20]) and appears to be a young object.
The SIMBAD database lists more than 180 references for this object up to
January 2012.

LP944-20 shows significant rotation broadening in high-resolution spectra.
The vsini values determined by different authors are in the range of 30±
± 2 km/s (Tinney & Reid [100], Jones et al. [38]). The rotation period has not
been determined yet, but photometric variability was reported by Tinney &
Tolley [101]. Surface inhomogeneities could be due to magnetic spots or dusty
clouds. “Dusty effects” in the atmospheres of cool dwarfs with Teff < 2600 K
were predicted by Tsuji et al. [105].

Presence of large amounts of dust in the highly dynamical atmospheres of
fast rotating ultracool dwarfs can yield “weather phenomena” (Jones & Tsuji
[36], Gelino et al. [26]; Mart́ın, Zapatero Osorio & Lehto [59]; Caballero et al.
[14]; Koen et al. [43]). Indeed, Pavlenko et al. [83] find a complete absence of
the TiO molecule in the outermost layers of the atmosphere of LP944-20 and
the presence of an additional opacity produced by dusty cloud structures over
the photosphere. Only by adopting a semi-empirical model, Pavlenko et al. [83]
were able to fit the theoretical spectra to the observed spectrum across a wide
spectral region (0.65—0.9 µm), and reproduce the profiles of resonance lines of
K I and Rb I.
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An unexpectedly strong, solar like X-ray flare (log (Lx/Lbol = −4.1) of
duration ∼2 hours was registered by Chandra [93]. Later XMM-Newton ob-
servations by Mart́in & Bouy [60] did not detect any X-ray activity. The qui-
escent X-ray luminosity of LP944-20 is lower than that of the active Sun,
therefore X-ray flares on LP944-20 are very rare events in comparison with
more massive M-dwarfs (Hambaryan et al. [30]). Generally speaking, LP944-
20 is not the only M9 dwarf showing X-ray flares. Stelzer [97] observed an
X-ray flare (log (Lx/Lbol = −3.3) from the brown dwarf binary with spectral
types M8.5/M9 Gl569 B, which has an age of about 300 Myr (see Zapatero
Osorio et al. [113]).

Tinney [99] provides a lithium abundance logN(Li) = 0.0± 0.5 from
analysis of the “equivalent width” of lithium resonance doublet at 0.6708 µm.
However, the use of the equivalent width method to derive the lithium abun-
dance in atmospheres of late M-dwarfs is difficult by definition: equivalent
widths are values measured with respect to the true continuum, which is not
seen in their spectra. In optical spectra of late M-stars we see only the cores
of some atomic lines on a background of TiO bands [70,71].

Taking into account the processes of blending lithium lines by TiO
bands, Pavlenko et al. [83] determined the much higher lithium abundance
logN(Li) = 3.2± 0.25 in the atmosphere of LP944-20. However, here much
sophisticated procedure of spectra synthesis was used. As the first step of
analysis, Pavlenko et al. [83] obtained the best fits to the CASPEC (R =
= 1500) spectrum of LP944-20 for a few model atmospheres with Teff = 2000—
2400 K. These values are in good agreement with estimations of Luhman [56]
and Basri et al. [6] for M9 dwarfs, despite our model atmospheres differences
from those used by them.

Then, fits of theoretical spectra to to observed 670.8 nm Li I resonance line
doublet profiles observed with VLT/UVES (R = 40000). provided the lithium
abundance of over two orders magnitude larger than previous estimates in the
literature (Fig. 6.7, see more details in Pavlenko et al. [83].

The found lithium abundance logN(Li) = 3.2± 0.25 shows a rather weak
dependence on input parameters. However, the lithium abundance determi-
nation was carried out in the frame of LTE. Fortunately, the resonance lines
of alkali metals are rather insensitive to chromospheric-like features (CLF)
because processes of their formation are controlled by photoionisation [102].
By definition, these lines should show rather weak dependence on temperature
structure of the outermost layers of atmosphere. Indeed, direct NLTE model-
ling formation of lithium lines in the atmospheres of ultracool dwarfs with CLF
showed their rather weak response to temperature inversions [73]. Lithium li-
nes can be affected only in the case of the strongest CLF producing additional
flux in the blue part of the spectra. As we know LP944-20 is of age greater
than 300 Myr, we cannot expect the appearance of strong CLF here.
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Fig. 6.7. Fit to profile of resonance Li line with vsini = 32 km/s FWHM =
= 0.17 Å (R = 40 000)

The result of the lithium abundance determination pseudo-equivalent
widths (pEW) of atomic lines can be measured in respect to the background
formed by the haze of TiO lines [70,71,112].

Nonetheless, analysis of psudoequivalent widths of lithium resonance lines
provides the proof of our main result. Pseudo-equivalent widths of Li resonance
doublet pEW, i.e. measured in respect to the local background/pseudo-conti-
nuum formed by molecular lines in UVES spectrum is of order 0.65± 0.05 Å
(Tinney measured 0.53± 0.05 Å [99]). Using curves of growth measured by
Zapatero Ozorio for young M-dwarfs in σ Ori (see Fig. 16 in Zapatero Osorio
et al. [112]) we obtain logN(Li) = 3.2± 0.3. This confirmed results of Pavlenko
et al. [83] in a qualitative sense, because our Teff is lower and we used different
model atmospheres.

Nevertheless, results of Pavlenko et al. [83] for LP944-20 provided a strong
confirmation of the effectiveness of the lithium test for the identification of
the brown dwarfs. Brown dwarf LP944-20 has preserved its initial lithium
abundance, as expected for the dwarfs of masses less than 0.055M⊙.
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6.4. Low mass objects
of spectral classes L-T-Y

M-dwarf sequence belongs to the classical part of the Herz-
sprung—Rassel diagram. As was noticed in the previous section, their spectra
are governed by the TiO. However, in spectra of late M-dwarfs molecular bands
of TiO weakens due to the processes of depletion of Ti as well as other metals
into dust particles. In spectra of cool dwarfs of effective temperatures 2000
K and below only remnants of TiO are observed. General shape of spect-
ra of ultracool dwarfs changes drastically [74]. Strong and extended wings of
potassium and sodium resonance doublets form the most intensive features in
the observed spectra [72]. This was a reason to implement the new spectral
class (L) and to extend the classical Main sequence down lo lower masses and
effective temperatures (Mart́in et al. [58], Kirkpatrik et al. [41]).

In fact, one of the first brown dwarfs Gl229B discovered by Nakajima et al.
(1995) became soon after its discovery known as archetype of the new spectral
class T. Optical spectra of T dwarfs differ much from L-dwarfs (see [75]). In
the infrared methane and water bands are dominated (see section 6.4.5).

6.4.1. L-dwarfs

Practically before 1995—1996 only one L-dwarf was known.
GD165B is the secondary component of the binary consists of L-dwarf and
white dwarf (WD). For a long time its spectrum was considered as something
very peculiar (Kirkpatrick et al. [40]). However, after 1996 numerous discoveries
of L-dwarfs were done by analysis of 2MASS and DENIS data.

Even first models of L-dwarfs showed that the resonance lines of K I and
Na I are of huge intensity in spectra of L-dwarfs. Formally computed equiva-
lent widths of these lines in spectra of the coolest L-dwarfs are of order of
a few thousand angstroms [74, 77, 78]. Wings of absorption lines of Na I and
K I resonance doublet extend on a few thousand angstroms from their cores
(Fig. 6.8).

It is worth noting that shown in Fig. 6.8 spectra were computed in the
framework of the classical collisional theory of line broadening. Burrows and
Volobuyev [13] showed that this approach cannot be applied for modelling
superstrong alkali lines in spectra of L-dwarfs.

6.4.2. Formation of strong Na
and K resonance lines in spectra of L-dwarfs

Indeed, as was shown by Burrows & Volobuyev [13], under
high pressure and low temperatures the energy levels of Na and K are consi-
derably perturbed by surrounding atoms and molecules. That is the real reason
of why far wings of Na and K resonance lines extend at thousands Angstroms
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Fig. 6.8. Fluxes (a) and residual fluxes (b) in frequencies of resonance lines of K I (λλ 766.6,
770.1 nm) and Na I (λλ 589.1, 589.7 nm) computed in the frame of collisional broadening
theory (van der Waals broadening) for 1200/5.0 C-model atmosphere of Tsuji [106], see [77]
for more details

defining the pseudocontinuum of the spectra of ultracool dwarfs. Pavlenko et
al. [84] performed ab initio calculations of energy shifts of the ground and
excited states of sodium and potassium atoms in immersed in H2- and helium
rich atmospheres. First three excited states of Na and K atoms involved in
formation of their resonance doublets are considered.

Pavlenko et al. [84] considered energy states forming resonance doublets for
sodium and potassium and correspond transitions 3s2S1/2−3p2P3/2,1/2 (Na-D
doublet) and 4s2S1/2 − 4p2P3/2,1/2 respectively. The components of doublets,
the D1 (5896 Å) and the D2 (5890 Å) of D-Na and 7665 Å and 7699 Å for
potassium are formed by transition to 1/2 and to 3/2 excited state. In the
molecular theory P3/2 state includes px and py states referred as 2B1 and 2B2

state. At small distances they can form bonding states with H2 molecule. The
P1/2 state corresponds pz state denoted as 2A1, which is always repulsive to
H2 molecule.

For the calculation of the interaction potentials was used quantum-chemi-
cal package PC GAMESS. It is improved and developed by Alex A. Granovsky
version of original GAMESS US [95] allowing to find self-consistent solution of
many-electron Schrodinger equation.

We apply two-step approach including UHF (unrestricted Hartree—Fock)
calculation of initial orbitals and then account for configuration interaction
and electron correlation effects using post-HF method as proposed by Burrows
& Volobuyev [13]. We use a special case of full CI (configuration interaction),
CASSCF (complete active space self-consistent field) or FORS (fully optimized
reaction space) approach.
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Fig. 6.9. Interaction potentials for ground and excited states (relative
to zero at infinity) for Na+H2 system oriented perpendicularly

Fig. 6.10. Energy shifts of Na+H2/He systems relative to the ground state as function of
separations and orientation angles

Pavlenko et al. [84] calculated interaction potential for all states 2A1, 2B1,
and 2B2 of Na+ H2, K +H2, Na + He, and K +He systems as a function of di-
stance and orientation (for H2), see Figs 6.9 and 6.10. To compare our results
with previous calculations we include the same set of angles (0◦, 20◦, 45◦,
70◦, 90◦) and cover all range of separations up to values of energy state shifts
less 1 %. In present calculations we manage to increase accuracy of ab initio
calculations. Wavelength of the isolated line of Na atom now is reproduced
with 6% (0.13 eV) accuracy in contrast to 14 % (0.3 eV) in B&V computati-
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Fig. 6.11. Spectra of L-dwarfs from the sample of Burgasser et al. [10]

ons. Similar improvements are carried out for potassium where accuracy has
increased from 21 % (0.34 eV) to 12 % (0.19 eV). To provide exact reproducing
of the core of unperturbed resonance line for Na and K atom we shift interacti-
on potentials by constant amount in analogous to B&V way.

The theory was successfully applied to the simulation of L-dwarf spectra
[84]. It is worth to noting that wings of K I and Na I resonance lines form some
kind of pseudocontinuum for Li lines. So proper modelling K I and Na I lines as
well as “dusty effects” if of crucial importance for the determination of physical
parameters of these objects.

6.4.3. Spectral classification of L-dwarfs

First spectral classifications of L-dwarfs were provided by
Kirkpatrick et al. [41] and Mart́in et al. [58]. Today we can asses their spectra
(see libraries of spectra on of L-dwarfs provided by Burgasser et al. [10]. Some
optical spectra from the database is shown in Fig. 6.11)

It is worth noting, than in the case of L-dwarfs the definition of metallicity
lost its conventional sense. In their atmospheres metals are depleted in the
dust particles, it means that observed abundances of metals in atmospheres
of L-dwarfs are lower in comparison with their interiors, where abundances of
elements with atomic number larger than 3 are the same from the times of the
contraction of protostellar cloud.
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6.4.4. Lithium test for L-dwarfs

We expect that L dwarfs are a mixture of very low-mass stars
and sub-stellar objects (brown dwarfs). The spectral classes of low mass stars
may be changed during their evolution. The L-dwarfs of masses less than 65 MJ

preserve their lithium abundance from the formation times. The ”lithium test”
should work for L-dwarfs, too. Practically first attempt to use the lithium test
to assess L-dwarf population was carried out by Pavlenko et al. [75]. After
detailed consideration of chemical equilibrium, they showed that the lithium
resonance doublet at 670.8 nm can be detected in the whole spectral range
(down to 1000 K). In the coolest L-dwarfs the strength of the resonance line is
more affected by the amount of additional (dusty) opacity needed to explain
the spectra than by the depletion of neutral lithium atoms into molecular
species. In those atmospheres where the additional opacity is low, the lithium
test can provide a useful discrimination of substellar nature. Still changes in the
physical conditions governing dust formation in L-dwarfs, will cause variability
of the lithium resonance doublet. Taking into account the need for additional
opacity Pavlenko et al. [75] found that the lithium abundance in atmosphere of
L-dwarf Kelu 1 can be as high as logN(Li)= 3.0, i.e. consistent with complete
preservation, see Fig. 6.12.

However, later Liu and Leggett [53] the Keck sodium laser guide star
adaptive optics (LGS AO) system as part of a high angular resolution survey
found that Kelu 1 is a binary. They estimated spectral types of L1.5-L3 and
L3-L4.5 for the two components, giving model-derived masses of 5—7 and 45—
65 MJ for an estimated age of 0.3—0.8 Gyr. More distant companions are not

Fig. 6.12. Fitting of the Li i reso-
nance line of. Kelu 1 (full line) usi-
ng the Tsuji’s C-type model atmos-
phere for Teff =2000 K, log g=5.
Computations have been perfor-
med. for a lithium abundance of
logN(Li)= 3.0 and considering dif-
ferent amounts of dust opacity. The
resolution of all theoretical spectra
is the same than the one of the ob-
served data
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detected to a limit of 5—9 MJup. The presence of Li 6708 Å absorption indi-
cates that both components are substellar, but the weakness of this feature
relative to other L dwarfs can be explained if only Kelu-1B is Li-bearing.

6.4.5. T-dwarfs

In fact discovered by Nakajima et al. [63] brown dwarf Gli-
ese 229B became later the prototype of a second new spectral class, namely
the T dwarfs. Whereas near-infrared (NIR) spectra of L dwarfs show strong
absorption bands of H2O and carbon monoxide (CO), the NIR spectrum of
Gliese 229B is dominated by the methane absorption bands. Similar features
created by CH4 absorption were known in spectra of the giant planets of the
solar system and Titan.

We know a lot of T-dwarfs of different physical spectral classes for the time
being. Pienfield et al. [66] present the discovery of 15 new T2.5—T7.5 dwarfs
(with estimated distances 24—93 pc), identified in the first three main data
releases of the United Kingdom Infrared Telescope (UKIRT) Infrared Deep
Sky Survey. This brings the total number of T dwarfs discovered in the Large
Area Survey (LAS) (to 10/2008) to 28. These discoveries are confirmed by
near-infrared spectroscopy, from which we derive spectral types on the unified
scheme of Burgasser et al. Seven of the new T dwarfs have spectral types of
T2.5—T4.5, five have spectral types of T5—T5.5, one is a T6.5p and two are
T7—7.5. Pinfield et al. [66] assess spectral morphology and colours to identify
T dwarfs in our sample that may have non-typical physical properties (by com-

Fig. 6.13. Spectra of T-dwarfs from the sample of Burgasser et al. [9]
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parison to solar neighbourhood populations), and find that three of these new
T dwarfs may have unusual metallicity, two may have low surface gravity, and
one may have high surface gravity (see [54] for other sample of T4—T8 dwarfs).

In general, Gliese 229B has blue near-infrared colors due to the presence
of CH4, H2O bands and molecular hydrogen (H2) collision-induced absorption
(CIA), see Fig. 6.13. Naturally in regime of low temperature and high pressure
the resonance lines of sodium and potassium are very stronger, than in the case
of L-dwarfs. Fluxes in visible spectral region of T dwarf spectra is reduced due
to the strong absorption of the sodium and potassium resonance doublet lines,
so the actual appearance of T dwarfs to human visual perception is estimated
to be not brown at all. Wikipedia defines the colors of T dwarfs as similar
to “magenta coal tar dye”. Then, the FeH and CrH bands that characteri-
ze L dwarfs are weak or even absent. These differences led the astronomical
community to propose the T spectral class for objects exhibiting H- and K-
band CH4 absorption. Up to now a few hundred T dwarfs are known. We
expect that all T dwarf class is composed entirely of brown dwarfs.

6.4.6. Y-dwarfs

The most low temperature objects are Y-dwarfs. They all
are brown dwarfs, which are of effective temperatures below 600 K.

Due to they low effective temperatures these objects are practically unob-
servable in visible light, but with the infrared vision of NASA’s WISE space
telescope, researchers finally detected the faint glow of a few Y dwarfs (WISE
0410+ 1502, WISE 1405 +5534, WISE 1738 + 2732, WISE 1828 + 2650, WISE
2056+ 1459) relatively close to our Sun, within a distance of about 40 light-
years Cushing et al. [18].

WISE (Wide-field Infrared Survey Explorer) team members found this
coldest Y dwarf, known as WISE 1541 – 2250 (full designation is WISEPA
J 154151.66 – 225025.2), was colder than 30 degrees Celsius.

The closest of the known Y dwarfs, WISE 1541 – 2250, is of 9 light-years
distant. In comparison, the alien star closest to us, Proxima Cen, is about 4
light-years away.

Interestingly, these objects are often observed as members of binary and
multiple systems (Gellino et al. [27]).

6.5. Exoplanets

Exoplanet, or an extrasolar planet, is a planet outside the
Solar System. Up to now in total more than 700 confirmed exoplanets are
listed in the Extrasolar Planets Encyclopedia.

In fact, the first published discovery to receive subsequent confirmation was
made in 1988 by the Canadian astronomers Bruce Campbell, G.A.H. Walker
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& Stephenson Yang [15]. They obtained relative radial velocities with a mean
external error of 13 m/s rms for 12 late-type dwarfs and four subgiants over
the past six years. Campbell et al. [15] claimed that two stars, χ1 Ori A and
γ Cep, show large velocity variations probably due to stellar companions. In
contrast, other observed 14 stars are virtually constant in velocity. In some
sense these observations can be considered as state-of-art. Restricted by limits
of instrumental capabilities at the time most astronomers remained rather
skeptical for several years about this discovery. Some astronomers thought, that
these objects might instead have been brown dwarfs, i.e objects intermediate
in mass between planets and stars. Fortunately, the ideas of Campbell et al.
[15] were not forgotten. Additional investigations by Lawton & Wright [50]
supported the existence of the planet orbiting γ Cephei. Still serious doubts
remain. Walker et al. [108] claimed that γ Cep is almost certainly a velocity
variable yellow giant. Finally, more sophisticated investigation by Hatzes et al.
[31] confirmed the planetary companion existence.

Another story began four years later, when Wolszczan & Frail [109]
announced the discovery of a planetary system around the millisecond pulsar
PSR1257 + 12. Namely, they claimed that two planets orbits the pulsar. This
discovery was confirmed, and is generally and formally considered to be the
first definitive detection of exoplanets. These pulsar planets are believed to
have formed from the unusual remnants of the supernova that produced the
pulsar, in a second round of planet formation, or else to be the remaining
rocky cores of gas giants that survived the supernova and then decayed into
their current orbits.

Still the modern epoch began on 1995. Mayor and Queloz [61] announced
the first definitive detection of an exoplanet orbiting a main-sequence star,
namely the nearby G-type star 51 Pegasi. Technological advances, most no-
tably in high-resolution spectroscopy, led to the rapid detection of many new
exoplanets: astronomers could detect exoplanets indirectly by measuring their
gravitational influence on the motion of their parent stars. More extrasolar
planets were later detected by observing the variation in a star’s apparent
luminosity as an orbiting planet passed in front of it.

Surprisingly, the first discovered planetary systems were very different from
the solar system. First exoplanets were massive planets, i.e. “hot Jupiters”, that
orbited very close to their hosting stars. It was not predicted by the classical
theories of planetary formation which indicated that giant planets should only
form at large distances from stars. However, later eventually more planets of
other sorts were found, and it is now clear that hot Jupiters are a minority of
exoplanets.

New technologies trigger new discoveries. Lissauer [52] claimed the disco-
very of three planets in the system of ϵ And. In that way this star became the
first main-sequence star known to have multiple planets. Up to now we know
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definitely more than 1500 planets (May 2014) in planetary systems and more
than 80 planets within multiple planetary systems. Recently Doyle et al. [21]
claimed the discovery of the Kepler-16 system in which a planet orbit surrounds
a pair of low-mass stars. The eclipsing stars are 20 and 69 % as massive as the
Sun and have an eccentric 41-day orbit.

Now we are in the post-era of the discoveries of the NASA’s Kepler mission.
Kepler mission had identified more than 3700 planetary candidates associated
with approximately 1500 host stars by the space-based telescope. Some of them
may be in the habitable zone. However, these objects should be investigated
by direct astrophysical methods to confirm or reject any discovery. Former
history of science provides numerous evidences that only confirmed discoveries
have sense.

Study of exoplanets should be followed by the onvestigation of the hosting
stars. Indeed, only from modelling of the spectra of hosting stars we can get
the detailed information about abundances, and, respectively, the evolutionary
status of these systems. Furthermore, we cannot get these data from the fine
analysis of of the spectrum of the exoplanets. Good examples of the investi-
gations of the hosting stars can be found in papers of Jenkins et al. [34, 35],
Capetta et al. [16], Koppenhoefer et al. [44].

6.5.1. Deuterium test

The deuterium test is largely analogous to the so-called li-
thium test. In turn, deuterium is burned in stellar interiors in the reaction
2D(p, y) 3He at lower temperatures (T > 8 × 105 K) than Li. This means
that the temperatures in the interiors of substellar objects with M < 13MJ are
insufficient for deuterium burning. Their deuterium abundances have remai-
ned unchanged since their formation (Saumon et al. [94], Burrows et al. [11]).
This fact makes it possible to define planets as objects with no deuterium
burning (or lithium burning) in their interiors. Deuterium burns inside brown
dwarfs, observation of the deuterium or deteriorated species in atmospheres of
ultracool dwarf can be used as evidence of planetary masses. The deuterium
test was suggested bt Bejar et al. [7] to isolate planets among low-mass objects.
In practice, it was proposed to search for absorption lines of molecules contai-
ning deuterium (HDO, CrD, FeD, etc.) in the spectra of low-mass objects.
The discovery of such objects in the solar neighborhood (see Zapatero Osorio
et al. [111]) increased interest in the idea of using these deuterium-containing
molecules for the classification of extremely cool objects. It is not possible to
observe lines of the deuterium atom itself (in absorption or emission, blended
with the hydrogen Lα lines) due to the very nature of substellar objects: their
photospheres are immersed in “coats” of cool matter that effectively absorbs
ultraviolet radiation. On the other hand, deuterium emission lines should arise
at significant distances from these objects, where the matter may be enriched
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in deuterium from the interstellar medium. In principle, the deuterium test can
also be used to investigate other problems. For instance, the position of the li-
ne separating objects that still contain deuterium from those whose deuterium
has all been burned can be used to determine the ages of open clusters within
several million years.

Futheremore, in objects of higher masses, such as stars, deuterium burning
is completed comparatively quickly (t ∼ 1—3 million years, see D’Antona &
Mazzitelly [19]) during the evolution prior to the star’s period on the main
sequence. The deuterium depletion rate depends on the mass of the star or
brown dwarf.

On early stages of evolution, the luminosity of low-mass objects exhibits
a strong time dependence (D’Antona & Mazzitelly [19]). Thus, the deuterium
test can be used in connection with at least three problems: a) identifying
planets in samples of low-mass objects (naturally, this is possible only for
very nearby objects with Teff < 1000 K); b) clarifying the evolutionary status
of young objects in open clusters with ages of several million years; c) stu-
dying evolutionary changes of the deuterium abundances in low-mass substellar
objects (such investigations can usefully be combined with the “lithium test”).

However, the practical realization of the deuterium test seems to be much
more complex than for the “lithium test”. The main reason is the low deuterium
abundance in atmospheres in the interstellar medium (D/H = 2 · 10−5).

Pavlenko [80] investigated the applicability of the “deuterium test” for the
classification of low-mass objects in our Galaxy. To compute spectra of deute-
riorated water HDO line lists from AMES database were used. The AMES
database contains data on HDO transition systems derived under the same as-
sumptions as for H2O. However, the number of HDO levels taken into account
was lower than the number of H2O levels. By the way, this circumstance af-
fects the computed sums over states of the HDO molecule. In general, HDO
spectrum is much less studied in comparison with H2O due to the one simple
reason. Namely, molecule HDO is non-symmetrical at all, it means that he-
re more types of transitions can be realised. The positions of the HDO lines
show poorer agreement even with the HITRAN values: the rms error of the
transition energies corresponding to the HDO lines is 0.25 cm−1 (Partrige &
Schwenke [67]).

Nevertheless, the simplest case would be to propose the analysis of
HDO/H2O spectra in the IR spectra of ultracool dwarfs. H2O+ HDO spectrum
was computed in wide range of wavelengths and showed that HDO lines are
severely blended by H2O lines (Fig. 6.14, see [80] for more details). To analyse
the comparatively weak features created by the HDO absorption in spectra of
ultracool dwarfs we should have very accurate line lists both H2O and HDO.
Observed intensities of HDO lines cannot exceed a few percent (see ibid and
Chabrier [17]). Moreover, IR spectra of ultracool dwarfs contain lines of other
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Fig. 6.14. Computed spectra of H2O and HDO for different ratios
D/H. Computations were carried for model atmosphere 1200/5.0 by
Tsuji [106], AMES line lists, see [80] for more details

polyatomic species (CH4 and others). These factors increase the demands for a
capacity of observational facilities and the quality of theoretical data to identi-
fy and to carry the analysis of HDO lines in spectra of UC dwarfs. In fact the
realisation of the “deuterium test” provides the real challenge for the observers
and theoreticians.

Lines and bands of other deteriorated molecules can be used for a reali-
sation of “deuterium test” Pavlenko et al. [85] discussed the problems of com-
putations of molecules CrH, CrD, MgH, MgD in spectra of ultracool dwarfs.
Namely, authors propose techniques and results of computations of the mo-
lecular band systems A 6Σ+ –X 6Σ+ of CrH, CrD, and the A 2Π –X 2Σ+

band systems MgH, MgD in spectra of late-type dwarfs. Strong molecular
bands of diatomic hydrides such as MgH and CrH, can be observed in the
optical spectrum of ultracool dwarf stars. The MgH band system A 2Π –X 2Σ+

can be observed at 4700—6000 Å, and the CrH band system A 6Σ+ –X 6Σ+

show strong absorption features at 6000—15000 Å. The computations of the
synthetic spectra and spectral energy distributions in the optical and infrared
(0.3—1.7 µm) were carried out assuming LTE, for the grids of M- and L-
dwarf model atmospheres of Teff = 1800 and 1200 K, taking into account
molecular absorption of CrH, CrD, MgH and MgD at the background of K I
and Na I resonance line wings. Pavlenko et al. [85] discussed the use of CrD
and MgD electron bands formed in the optical and near infrared spectra of
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Fig. 6.15. Molecular bands of A 6Σ+ –X 6Σ+ system of CrH and CrD
in theoretical spectrum computed with D/H = 1 for 1800/5.0/0 COND
model atmosphere. For a comparison the observed spectra of two L-
dwarfs 2MASS 1632+19 [58] and SDSS0236 [51] are shown by solid
lines

ultracool dwarfs for a realisation of the “deuterium test” recently proposed for
the identification of substellar-mass objects and large planets and to refine
scenarios for the evolution of young stars and substellar objects. They claim
that more realstic would be search of CrD molecular lines. Indeed, the band
heads of this molecule is located far enough from the band heads of CrH
(Fig. 6.15). Bands of CrH are observed in the spectra of the latest L dwarfs.
Then, bands CrD are located in the near IR spectra, where fluxes are much
higher, than in the blue or or even green spectral regions.

Again, more efforts should be applied to compute the line lists of CrD
and CrH of the high enough quality. Some problems of theoretical modelling
of the spectrum of CrH are caused by the multiplicity of the terms of the
molecule. Anyway, the problems here are less difficult with the case of poly-
atomic molecules, i.e. H2O or CH4.

6.6. Conclusions

Estimates of brown dwarf number densities currently suggest
the same order as for stars (∼0.1 per pc−3), therefore their contribution to the
total mass should not exceed 15 % [87]. Nonetheless, the large errors associated
with age and mass determinations for brown dwarfs make such estimates very
uncertain.
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For the time being the general situation with a contribution of brown
dwarfs to the dark/barionic matter in our Galaxy and the Universe is rather
controversial. Definitely we know the populations of ultracool dwarfs only in
the close vicinity to the Sun. Our studies are still rather phenomenological,
because we know very little about abundances and basic parameters of low
mass dwarfs. We can mention at least two non-solved problems of cosmological
importance:

• Discovery of free-floating dwarfs with large deficit of metals. These
objects are unevolved from the time of their formation on the early epochs.

• Mass ditribution of ultracool dwarfs and their evolutionary changes are
poorly known.

OK, as example of pessimistic view we can quote from Gates [25] who
discussed some results a survey of where we stand on dark energy and dark
matter studies on gravitational lensing by MACHO, i.e Massive Astrophysical
Compact Halo Objects:

“The final paper of the MACHO collaboration, published in 2000, con-
cluded that a Galactic halo consisting entirely of MACHOs was now ruled
out, and estimated that about 20 % of the Galactic halo was in the form of
MACHOs. The EROS team preferred to present its results as an upper limit
on the number of MACHOs in the halo, with no more than about 8 % of the
halo in MACHOs having masses of about one-tenth to one times the mass of
the Sun. A combined analysis of the two experiments showed that, within the
uncertainties of each experiment, they are consistent with each other and that
less than 20% of the halo is in the form of MACHOs”.

... and:
“MACHOs, the least exotic candidates for dark matter, have now been

effectively ruled out as the main component of the dark matter, leaving WIMPs
(Weakly Interacting Massive Particles) to dominate the Galaxy... Nevertheless,
there seems to be evidence for some MACHOs in the Galactic halo, even if not
enough to be interesting from a dark matter point of view”.

On the other hand, ultracool dwarfs of spectral classes T and L could be
more common than all the other classes combined, at least in disk of Galaxy.
As we know, physical properties and history of disk and halo are very different.
Taking into account the number of protoplanetary discs, clumps of gas in
nebulae from which stars and solar systems are formed one may see that the
number of low mass objects in the galaxy should be several orders of magnitude
higher than was known recently. The first one to form will become a proto-star,
which are very violent objects and will disrupt other proplyds in the vicinity,
stripping them of their gas. The victim proplyds will then probably go on to
become main sequence stars or brown dwarf stars of the L and T classes, but
quite invisible to us. Since they live so long, these smaller stars will accumulate
over time.
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